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Multiagent Deontic Logic and its Challenges
a Normative Systems Perspective!

P1G0OZ71 AND LEENDERT VAN DER TORRE
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Introduction

is concerned with normative concepts such as obligation, permission,
Alternatively, a deontic logic is a formal system capturing the essential logical features
of these concepts. Typically, a deontic logic uses Op to mean that it is obligatory that
p, (or it ought to be the case that p), and Pp to mean that it is permitted, or permissible
that p. The term ‘deontic’ is derived from the ancient Greek déon, meaning that whi
is binding or proper.

Deontic logic can be used for reasoning about normative multiagent sy
about multi-agent systems with normative systems in which agents can de
to follow the explicitly represented norms, and the normative systems speci
in which extent the agents can modify the norms [Boella er al., 2006; Andrighetto er
al., 2013]. Normative multi-agent systems need to combine normative reasoning with

IDraft, all comments appreciated. To appear in the handbook of normative multiagent systems.

' An earlier version of Section 1 and Section 5-15 of this paper appeared as a technical report of a
Dagstuhl seminar [Hansen ef al., 2007]. Moreover, earlier versions of Section 2-4 have been published as
part of a review of Horty’s book on obligation and agency [Broersen and van der Torre, 2003].
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agent interaction, and thus raise the challenge to relate the logic of normative systems
to game theory [van der Torre, 2010].

Traditional (or “standard”) deontic logic is a normal propositional modal logic of
D, which means that it extends the propositional tautologies with the axioms
— q) = (Op — Oq) and D : =(Op A O-p), and it is closed under the
es modus ponens p,p — q/q and Necessitation p/Op. Prohibition and

lal accounts of action. In this chapter we illustrate the combination
1 logic of action, called STIT logic [Horty, 2001].

ive derivation of “you ought to mail or burn
er.” It is typically viewed as a side effect of

y dbligations and permissions
which can be detache i . This is an obvious limita-

chapter. The list of challenges is by no me
sidered equally important, such as how a hie
authorities) is to be respected, or how gener:
We do not consider deontic logics for sp
systems [Broersen et al., 2003; Agotnes et @
soning within multi-agent systems.
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15. Games, norms and obligations

To discuss these challenges, we repeat the basic definitions of so-called standard de-
onticogic, dyadic standard deontic logic, deontic STIT logic, and input/output logic.

propositions, for which we refer to the handbook of deontic logic and
tems [Gabbay er al., 2013]. The point of introducing formal definitions
just to have a reference for the interested reader.

nnot do justice to the extensive deontic logic literature in a single

chapter. We
reader should sult the handbook of deontic logic and normative systems for a more

ed at the end of the sixties, based on dyadic
. Moreover, we contrast this use of prefer-
erence in decision theory.

e are presented with a con-
Jations (output) it gives rise
ould not have been true in
e have to “make the best out
e therefore abstract from the

following four sentences:

D It ought to be that a certain man go
(2) It ought to be that if he does go, he t
(3)  If he does not go then he ought not to te
(@) He does not go.

Furthermore, intuitively, the sentences derive the following sentence (5):
(5)  He ought not to tell them he is coming.

Chisholm’s paradox is a contrary-to-duty paradox, since it contains both a pri
obligation to go, and a secondary obligation not to call if the agent does not
ditionally, the paradox was approached by trying to formalise each of the
in an appropriate language of deontic logic. However, it turned out that
of formulas is traditionally inconsistent or inconsistent in SDL, or one f
logical consequence—by traditional logic or in SDL—of another formula. Yet intu-
itively the natural-language expressions that make up the paradox are consistent and
independent from each other: this is why it is called a paradox. The problem is thus:

Challenge 1 How do we reason with contrary-to-duty obligations which are in force
only in case of norm violations?
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Though Chisholm presented his challenge as essentially a single agent decision
problem, we can as well reformulate it as a multi-agent reasoning problem:

(€))] It is obligatory that 7 sees to it that p (¢ should do p).

It is obligatory that j sees to it that g if 7 does not see to it that p
(7 should sanction ¢ if ¢ does not do as told).

obligatory that j does not see to it that ¢ if 7 sees to it that p

(j should not sanction ¢ if ¢ does as told).

the following subsecti eontic operators as well as
the introduction of ter e

then the paradox disappears in a way. Both
may distract from the key point behind the ¢
agency version of the paradox to really get
Sergot [1996] consider the following varia

(1) It ought to be that there is no dog
(2)  If there is a dog, there should be a sign
3) If there is no dog, there should be no sign
(Y] There is a dog

When a new deontic logic is proposed, the traditional contrary-to-duty examples are
always the first benchmark examples to be checked. It may be observed here that so,
researchers in deontic logic doubt that contrary-to-duties can still be consid
challenge, because due to extensive research by now we know pretty much e
about them. The deontic logic literature is full of (at least purported) s
other words, these researchers doubt that deontic logic still needs more
contrary-to-duties. We may agree that it is difficult to make an original contribution to
this vast literature.

Finally we note that there are various kinds of scenarios which are similar to
Chisholm’s scenario, but also different. For example, there is a key difference between
CTDs proper, and reparatory obligations, because the latter cannot be a-temporal
[Prakken and Sergot, 1996].
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1.2 Monadic deontic logic

Traditional or ‘standard’ deontic logic, often referred to as SDL, was introduced by
Von Wright [1951a].

p=1]p|=p|(@eANe)]| Op|Op

where p €

e intended reading of (¢ is “yp is obligatory” and the intended
reading of 4 i

 is neeessary”. Moreover we use P, read as “y is permitted”,
nd F'p, “p is forbidden”, as an abbreviation of ()—p.
in the usual way.

on an access y relation that gives all the ideal alternatives

odel M = (W, R, V') is a structure where:

and for all w € W, there

o V is a valuation fun
ter p. Intuitively, V (p

A formula O is true at world w when ¢

DEFINITION 2 Given a relational model
satisfaction relation M, s = A (“world s s
the clauses:

e M,sEpiffseV(p).
M,sE —piffnot M, s E .
M,sE(eAY)iff M,sE pand M, s E .
M, s E Qg iff for all t, if Rst then M, t E .
M,sE Qyiffforallt ¢ W, Mt E .

For a set I of formulas, we write M, s F I'iff forall o € I', M, s E . F
formulas and a formula ¢, we say that ¢ is a consequence of I' (written
for all models M and all worlds s € W, if M, s = I then M, s F ¢.

Limitations

of
p) if

The following example is a variant of an example originally phrased by Chisholm in
1963. There is widespread agreement in the literature that, from the intuitive point of
view, this set of sentences is consistent, and its members are logically independent of
each other.



6 Gabriella Pigozzi and Leendert van der Torre

(A) It ought to be that Jones does not eat fastfood for dinner.

(B) It ought to be that if Jones does not eat fastfood for dinner, then he does not go to
McDonalds.

Jones eats fastfood for dinner, then he ought to go to McDonalds.

is inconsistent. The second attempt is redundant due to O—f
hird attempt is redundant due to f = =f — O—m.

O~f (Ae) O—f

O(=f = —m) (Be) —f = O-m
O(f = m) (Ce) f—Om

f (Do) f

et the two requirements of consistency and logical

nderson argued that norms are contingent.
necessities. Also, why is the first obligation
not de e could also say that the O is just part of the
definition of a strict co
(A1) O~f
By) O(=f—=0

A drawback of the S that it does not represent that

world, Jones goes to McDonald, yet he doe ere does
not seem to be a similar solution for the followi i

(C) If Jones eats fastfood, then he ought to go to

(D) Jones eats fastfood for dinner.

Moreover, SDL uses a binary classification of worlds into ideal/non-non-ideal
whereas many situations require a trade-off between violations. The challenge i
extend the semantics of SDL in order to overcome this limitation. For exampl,
can add distinct modal operators for primary and secondary obligations, wh
ondary obligation is a kind of reparational obligation. From Ay — Do
derive O1m A (O2—m, which is perfectly consistent.

(A2) Oi~f
(B2) Oi(=f —=-m)
(C2) f— O2m
(D2) f
However, it may not always be easy to distinguish primary from secondary obli-
gations, for example it may depend on the context whether an obligation is primary
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or secondary. For example, if we leave out A, then C would be a primary obligation
instead of a secondary one. Carmo and Jones [2002] therefore put as an additional
requirement for a solution of the paradox that B and C are represented in the same

as in A1-D1). Also, the distinction between ()7 and ()5 is insufficient for ex-
of the paradox that seem to need also operators like ()3, (4, etc, such as the

m and write - ¢. For a set
I (write T' - @) if - @ or

For every ¢ € £9,
of formulas I" and for

1.3 Dyadic deontic logic

Inspired by rational choice theory in the sixt
ditional deontic logic was used by, for examp
van Fraassen [1972], Lewis [1973], Spohn
paradox can be represented by a preference

Extensions like E and F can be incorporated by further refining the preference relation.
The language is extended with dyadic operators ()(p|q), which is true iff the preferred
q worlds satisfy p. The class of logics is called Dyadic ‘Standard’ Deontic Logic or
DSDL. The notation is inspired by the representation of conditional probability.

Language
Given a set @ of propositional letters. The language of DSDL £p is giv
following BNF:

p:=L1p|l-e| (@A) 0| Olp/e)

The intended reading of Uy is “necessarily ¢”, O(¢/v) is “It ought to be ¢,
given 1. Moreover we use P(p/1)), read as “o is permitted, given 1", as an abbre-
viation of = O (—¢/1), and O, read as “possibly ¢”, as an abbreviation of =[(—p.

Unconditional obligations are defined in terms of the conditional ones: Op =
O(p|T), where T stands for any tautology.
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Semantics
The semantics is based on an accessibility relation that gives all better alternatives of
a world.

LION 3 A preference model M = (W, >, V) is a structure where:

)=t >u) = M, tE ).

M,sFQO@/p)

Intuitively, O(2/¢) h
The Chisholm sce

A3) O~f
B3) O (—=m|~f)
C3) O (m|f)

D3)f
A challenge of both the multiple obliga

(43) O
(Bs) O
(
(

ing the Chisholm preferences with preferences
paradox:

(AB’) A man should not be robbed
(C’) If he is robbed, he should be helped
(D’) A man is robbed.

-rA=h>rAh>rA-h

The main drawback of DSDL is that in a monotonic setting, we ¢
the obligation (Om from the four sentences. In fact, the preference based solution
represents A, B and C, but has little to say about D. So the dyadic representation Az —
D3 highlights the dilemma between factual detachment (FD) and deontic detachment
(DD). We cannot have both FD and DD, as we derive a dilemma O)—m A Om.

Oml|f), f Om|=f), O=f
~am FD Som——PD
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DSDL Proof system

The proof system of traditional deontic logic A p, also referred as Aqvist’s system G,
is the smallest set of formulas of £p that contains all propositional tautologies, the
ing axioms. The names of the labels are taken from Parent [2008]:

hemata for []
/A) = (O(B/A) = O(C/A))
> 0O (B/A)

Abs O(B/
CON OB —

The use of preference ecision theory

Arrow’s condition of
of A, and BN C is

al choice theory

Moreover, we may represent a preference
guage, and define the dyadic operator in terms

on. First, consider a typical example from Prakken and Sergot’s Cottage Regulations
[Prakken and Sergot, 1996]: there should be no fence, if there is a fence there should
be a white fence, if there is a non-white fence, it should be black, if there is a fence
which is neither white nor black, then .... This part of the cottage regulations is
lated to Forrester’s paradox [Forrester, 1984]. However, note the following diffe
between Forrester’s paradox and the cottage regulations. Once you kill so
can no longer be undone, whereas if you build a fence, you can still re
associated preferences of the fence example are:

no fence > white fence > black fence > . ..

However, if this represents a utility ordering over states, then we miss the represen-
tation of action [Pearl, 1993]. For example, it may be preferred that the sun shines, but
we do not say that the sun should shine. As a simple model of action, one might dis-
tinguish controllable from uncontrollable propositions [Boutilier, 1994], and restrict
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obligations to controllable propositions. Moreover, we may consider actions instead
of states: we should remove the fence if there is one, we may paint the fence white,
we may paint it black, etc.

remove > paint white > paint black > . ..

erpret this preference ordering as an ordering of expected utility of

probabilities explicitly, and model causality. For example, let n
g homework and ¢ for getting a good grade for a test. Then we

heory

We may4 D ¢ 2 for ¢, rather than obligations. This naturally
j ance and achievement goals, and to extensions

. Such BDI logics have been developed as
formalizations of BDI
BDI theory is develg een based on folk psychol-
ogy. In planning, moreg i ive S anning have been developed,
for example based on
The following example
anankastic conditionals.

(A) It ought to be that you do not smoke
(B) If you want to smoke, then you should ng
(C) If you want to smoke, you should buy ¢

(D) You want to smoke

1.4 Defeasible Deontic Logic: detachment an

Defeasible deontic logics (DDLs) use techniques developed in non-monotonic logic,
such as constrained inference [Horty, 1997; Makinson and van der Torre, 2001]. Using
these techniques, we can derive ()m from only the first two sentences A and B, but n
from all four sentences A-D. Consequently, the inference relation is not monot
For example, we may read O(¢|¢) as follows: if the facts are exactly v, th
obligatory. This implies that we no longer have that O(¢) is represented by

In a similar fashion, in deontic update semantics [van der Torre and
van der Torre and Tan, 1999; van der Torre and Y.Tan, 1999] facts are updates that
restrict the domain of the model. They make a fact ‘settled’ in the sense that it will
never change again even after future updates of the same sort. Van Benthem et al.
[2014] use Dynamic Logic to phrase such a dynamic approach within standard modal
logic including reduction axioms and standard model theory. They rehabilitate clas-
sical modal logic as a legitimate tool to do deontic logic, and position deontic logic
within the growing dynamic logic literature.
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A drawback of the use of non-monotonic techniques is that we often have that
violated obligations are no longer derived. This is known as the drowning problem.
For example, in the cottage regulations, if it is no longer derived that there should be
e once there is a fence, then how do we represent that a violation has occurred?
ond related drawback of this solution is that it does not give the cue for action
ision maker should change his mind, For example, once there is a fence, it

as a moral cue for action. Moreover, intuitive
a true dilemma. We say more about dilemma

A recent representation of Chisholm’s pa
Parent and van der Torre, 2014b; Sun and

Omlf. f )y
Om

A possible drawback of these approaches is that we can no longer accept the principle,

of weakening (also known as inheritance).

OmA=f[T)
=~ W
O(=m|T)
2 Non-deterministic actions: ought to do vs ought to be

We now turn to three specific challenges on agency and obligation, discussed in much
more detail by Horty [Horty, 2001; Broersen and van der Torre, 2003]. His textbook
is still the prime reference for the use of deontic logic for multiagent systems.

The first question Horty addresses is whether ought to do can be reduced to ought
to be. One problem is the granularity of actions in case of nondeterministic effects,
like flipping a coin or throwing a dice.
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Challenge 2 How fo define obligations to perform non-deterministic actions?

At first sight, we may define an obligation to do an action as an obligation that
such an action is done, and we can thus reuse SDL or DSDL to define obligations

>

ef overview of the main concepts of Horty’s STIT logic. For more
fer to Horty’s textbook on obligation and agency [Horty,
, a STIT model is a tree where each moment is a parti-
e the partitioning Choice) represents the choices of
native of the choice is called an action K7, K",

Formulas are evaluated with respect to
the ‘Ockhamist view’. Some typical formulas
are A, FA, [a cstit : A], and QA for ‘the ato ome time in
future A’, ‘agent « Sees To It That A’, and ‘it ought to be that A’, respectively.

A is true at a moment-history pair m, h if and only if it is assigned the value true in
the STIT-model, F' A is true at a moment-history pair m, h if and only if there is som
future moment on the history where A is true, [« cstit : A] is true at a moment his
pair m, h if and only if A is true at all moment-history pairs through m that be
the same action as m, h, and () A is true at a moment history pair m, h if
there is some history A’ through m such that A is true at all pairs m, b’ f ch the
history A" has a utility at least as high as 4’ (‘moment determinate’).

This semantic condition for the STIT-ought is a utilitarian generalization of the
standard deontic logic view (SDL) that ‘it ought to be that A’ means that A holds in
all deontically optimal worlds.

On the STIT-model of Figure 1 we have M, m, h3 |= A (directly from the valua-
tion of atomic propositions on moment-history pairs), M, m, hg = F—A (the propo-
sition — A is true later on, at moment n, on the history hg through m).
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Also we have M,m,hs = [a ecstit : A], because A holds for all histories
through m that belong to the same action as h3 (i.e. action K3"). Regarding ought-
formulas we have: M, m, hs = OA and M, m, hs = Olo cstit : A].
gse two propositions are true for the same reason: the history h4 through m has

ought-to-do statements are not just special kinds of ought-to-be
icular, he claims that ‘agent o ought to see to it that A’ cannot be

Horty argues
statements. I
modelled by

Figure 2. The ga

The two histories that are possible by choosing action K represent ending up with
ten dollar by gaining five, and ending up with nothing by loosing all, respectively.

Also for action K5, the game event causes histories to branch. But, for this action
the two branches have equal utilities because the agent is not taking part in the gam
thereby preserving his 5 dollar. Note this points to redundancy in the model repre
tation: the two branches are logically indistinguishable, because there is no fi
whose truth value would change by dropping one of them.

Ol estit : A] is valid at m for history k4 and for all histories with a
(i.e. none), the formula [« cstit : A] is valid. However, a reading of Ol« cstit : A as
‘agent o ought to perform action K’ is counter-intuitive for this example. From the
description of the gambling scenario it does not follow that one action is better than
the other. In particular, without knowing the odds (the probabilities), we cannot say
anything in favor of action K;: by choosing it, we may either end up with more or
with less money then by doing K». The only thing one may observe is that action /;
will be preferred by more adventurous agents. But that is not something the logic is
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concerned with.

This demonstrates that ‘agent v ought to see to it that A’ cannot be modelled by
Ol estit : A]. The cause of the mismatch can be explained as follows. Adapting and
alising the main idea behind SDL to the STIT-context, ought-to-be statements
th in a set of optimal histories (‘worlds’ in SDL). Optimality is directly
the utilities associated with individual histories. If ought-to-be is about
es, then ought-to-do is about optimal actions. But, since actions are
-deterministic, actions do not correspond with individual histories,
stories. This means that to apply the idea of optimality to the defini-

0 a ranking of actions, the utilitarian ought
hus, Horty defines the new operator ‘agent
m: (D[astit : A])’ as the condition that for
all actions not resulting
that all actions that are ranked even higher also result in A. This ‘solves’ the gambling
problem. We do not ha ; in the gambling scenario,
because in the ordering ‘ orse than K.

The gambling problem ma > tain the utility
of 10 or 0 is not due to our actions, but du uck is even
more interesting in the case of multiple age
other agents whether you get utility 10 or 0.

Challenge 3 How to deal with moral luck

The driving example [Horty, 2001, p.119-
tween so-called dominance act utilitarianism an
ought. Roughly, dominance act utilitarianism is that « ought to see to'it that A just
in case the truth of A is guaranteed by each of the optimal actions available to the
agent—formally, that ()[acstit : A] should be settled true at a moment m just in
case K C |A|,, for each K € Optimal?*. When we adopt the orthodox perspectiv:
the truth or falsity of ought statements can vary from index to index. The orth
perspective is that o should see to it that A at a certain index just in case the
A is guaranteed by each of the actions available to the agent that are optim
circumstances in which he finds himself at this index.

“In this example, two drivers are travelling toward each other on a one-
lane road, with no time to stop or communicate, and with a single moment
at which each must choose, independently, either to swerve or to continue
along the road. There is only one direction in which the drivers might
swerve, and so a collision can be avoided only of the drivers swerves
and the other does not; if neither swerves, or both do, a collision occurs.
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This example is depicted in Figure 3, where o and /3 represent the two
drivers, K7 and K> represent the actions available to a of swerving or
staying on the road, K5 and K, likewise represent the swerving or con-
inuing actions available to 8, and m represents the moment at which
and S must make their choice. The histories h; and hj3 are the ideal
mnes, resulting when one driver swerves and the other one does not;
is avoided. The histories ho and Ay, resulting either when both
erve or both continue along the road, represent non-ideal out-
ision occurs. The statement A, true at h; and ho, expresses
ion that o swerves.” [Horty, 2001, p.119]

From the dominance point of view both actions available to «
optimal, written as Optimal* = {K7, K2}. One of the optimal actions available to
« guarantees the truth of A and the other guarantees the truth of = A. Consequently
M, m = Olacstit : A] and M, m = (D]acstit : —A]. From the orthodox point of
view, we have M, m, hy = Olacstit : A] and M, m, he = Olacstit : ~A]. Wha
ought to do depends at an index depends on what /3 does.

Horty concludes that from the standpoint of intuitive adequacy, the c
tween the orthodox and dominance deontic operators provides us with
spective on the issue of moral luck, the role of external factors in our moral
[Horty, 2001, p.121]. The orthodox ought is the one who after the actual event looks
back to it. For example, when there has been a collision then o might say—perhaps
while recovering from the hospital bed—that he ought to have swerved. The domi-
nance ought is looking forward. Though the agent may legitimately regret his choice,
it is not one for which he can be blamed, since either choice, at the time, could have
led to a collision.
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4 Procrastination: actualism vs possibilism

Practical reasoning is intimately related to reasoning about time. For example, if you
are obliged and willing to visit a relative, but you always procrastinate this visit, then

Procrastinate’s choices [Horty, 2001, p. 162] illustrates the notion
. A strategy is simply a sequence of choices, as they are studied in
processes. A crucial new concept here is the concept of a

m for each o € Optimal]]'. Horty observes
eatment of these issues might well push us

Horty also uses the rocrastinate’s choices to distinguish between ac-
tualism and possibilismy egichoughts, and in particular the

be evaluated against t
the future. Possibilis
against the background o
future actions.

The example is due to Jackson and Pargett

actually going to perform in

ackground o
i t actions are to be evaluated

the vie

“Professor Procrastinate receives an in
the best person to do the review, has
that can happen is that he says yes, 4
book arrives. However, suppose it is furt]
yes, he would not in fact get around to w
of incapacity or outside interference or anything like that, but because he
would keep on putting the task off. (This has been known to happen.)
This although the best thing that can happen is for Procrastinate to say
yes and then write, and he can do exactly this, what would happen in fact
were he to say yes is that he would not write the review. Moreover, we
may suppose, this latter is the worst thing which may happen.

[...]

According to possibilism, the fact that Procrastinate would not write'the
review were he to say yes is irrelevant. What matters is simply what is
possible for Procrastinate. He can say yes and then write; that is best; that
requires inter alia that he says yes; therefore, he ought to say yes. Ac-
cording to actualism, the fact that Procrastinate would not actually write
the review were he to say yes is crucial. It means that to say yes would be
in fact to realize the worst. Therefore, Procrastinate ought to say no.”
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Horty represents the example by the STIT model in Figure 4. Here, m; is the
moment at which Procrastinate, represented as the agent o, chooses whether or not
to accept the invitation: K represents the choice of accepting, K> the choice of de-
ing. If Procrastinate accepts the invitation, he then faces at m, the later choice of

: Procrastinate has a similar choice whether or not to write the review:
e choice of writing, K¢ the choice of not writing. The history Ay,
inate accepts the invitation and then writes the review, carries the
0; the history ho, in which Procrastinate accepts the invitation and
ask, the least value of O; the history h4, in which he declines, such

review.

writing the review. Formally, Optimal = {06} with o = {(my, K1), (
And since Adh(og) C |A|m, the strategic ought statement Ofacstit : A] is set-
tled true in the field M. In the actualist interpretation, the background field may be
narrowed to the set M’ = {m;}, which shifts from the strategic to the moment
theory of oughts. In this case, we have Ofacstit : A] is settled false. It is as
choose to view he, in deciding whether to accept the invitation, is gambli
own later choice. However, from this perspective, this should not be view
ble; an important background assumption—and the reason that he shoul
invitation—is that he will not, in fact, write the review.

5 Jergensen’s dilemma and the problem of detachment

A philosophical problem that has had a major impact in the development of deontic
logic is Jgrgensen’s dilemma. In a nutshell, given that norms cannot be true or false,
the dilemma implies that deontic logic cannot be based on traditional truth functional
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semantics. In particular, building on a tradition of Alchourrén and Bulygin in the sev-
enties, Makinson [1999] argued that norms need to be represented explicitly. SDL,
DSDL and STIT logic represent logical relations between deontic operators, but they

ot explicitly represent a distinction between norms and obligations. The explicit

i)

the room!
Mary. Being non-descriptive, they cannot
ing truth values, these expressions cannot—

or contradictory, or be nded by truth-functional operators. Hence, though
there certainly exists a xpressions and concepts, it seems
there cannot be a logig
[Makinson, 1999]).
Though norms are

normative situation. Such statements are sO
distinguished from norms. To express princip
O(p A q) < (Op A Oq), with Boolean oper

Since the truth of normative statements depends on a normative situation, in the way
in which the truth of the statement “John ought to leave the room” depends on whether
some authority ordered John to leave the room or not, it seems that norms must be

provide the basis on which normative statements are evaluated. Then the following
question arises, asked by D. Makinson [1999]:

Challenge 5 How can deontic logic be reconstructed in accord with the philosophical
position that norms are neither true nor false?

In the older literature on deontic logic there has been a veritable ‘imperativist tradi-
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tion’ of authors that have, deviating from the standard approach, in one way or other,
tried to give truth definitions for deontic operators with respect to given sets of norms.
Cf. among others S. Kanger [1957], E. Stenius [1963], T. J. Smiley [1963], Z. Ziemba
B. van Fraassen [1973], Alchourrén and Bulygin [1981] and I. Niiniluoto
The reconstruction of deontic logic as logic about imperatives has been the

¢, 2000] is another reconstruction of a logic of norms in accord with
position that norms direct rather than describe, and are neither true
ain it in more detail in the next section below.

al way, as an ‘inference motor’ to provide
emises, it might also be put to other, perhaps

transformation, and is ] e ral transformation is so. This is
the general perspectiv, s one of logic at work rather
than logic in isolatio ogic, but a way of using the
classical one.

A of formulas (meant to be a set of given fa
reasonably define the set of propositions  ma

the normative statements that are true given the
consequences given the situation? One such defi

G,AEOx iff z€out(G,A)

So Oz is true iff the output of G under A includes x. Note that this is rather a de-
scription of how we think such an output should or might be interpreted, where
‘pure’ input/output logic does not discuss such definitions. For a simple case,
include a conditional norm that states that if a is the case, x should obtain (
(a,z) € G).As has become usual, an unconditional norm that commits t
realizing x is represented by a conditional norm (T, z), where T mean
tautology. If a can be inferred from A4, i.e. if a € Cn(A), and z is logically implied by
x, then z should be among the normative consequences of G given A. An operation
that does this is simple-minded output out;:

out1(G,A) = Cn(G(Cn(A)))

where G(B) = {y | (b,y) € G andb € B}. So in the given example, Oz is true given
(a,2) € G,a € Cn(A) and z € Cn(z).

is the followin
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Simple-minded output may, however, not be strong enough. Sometimes, legal ar-
gumentation supports reasoning by cases: if there is a conditional norm (a, ) that
states that an agent must bring about x if a is the case, and a norm (b, z) that states
that the same agent must also bring about x if b is the case, and a V b is implied by

A) = N{Cn(G(V))|v(A) =1}
er Boolean valuations plus the function that puts v(b) = 1 for all
= {b | v(b) = 1}. It can easily be seen that now Oz is true given
GandaVbe Cn(A).

ay give rise to a mere feeling of merely technical ade-
o intersection and valuations, neither of which quite

where v range
formulae b, a

n by cases in the logic, you need to represent
the cases e addition, this is also present but even more

oning with conditional norms should support
, 1.e. whether it should be accepted that if one
ditions a, and another norm

‘normative’ or ‘deontic
norm (a,z) command
(z,y) directs the agen
to make y true if a is
has not in fact realize
maintain that obviousl

e that as long as the agent
ot ‘triggered’; others would
make x A y true given that a

An operation that combines reasoning by ca:
basic output out,:

outy(G,A) = nN{Cn(G(V)):v(A)=1land G(V) C

It may turn out that further modifications of the output operation are required in
order to produce reasonable results for normative reasoning. Also, the proposal to
employ input/output logic to reconstruct deontic logic may lead to competing sol
tions, depending on what philosophical views as to what transformations shou
acceptable one subscribes to. All this is what input/output logic is about. H
it should be noted that input/output logic succeeds in representing norms
that are neither true nor false, while still permitting normative reasonin
entities.

5.3 Contrary to duty reasoning reconsidered

In the input/output logic framework, the strategy for eliminating excess output is to
cut back the set of generators to just below the threshold of yielding excess. To do
that, input/output logic looks at the maximal non-excessive subsets, as described by
the following definition:
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Definition (Maxfamilies) Let G be a set of conditional norms and A and C two sets
of propositional formulas. Then maxfamily(G, A, C) is the set of maximal subsets
H C G such that out(H, A) U C' is consistent.

uch that out(H, A) is consistent with the input A. Let a deontic
ned in the usual way with regard to this output:

x € out" (G, A)
nly for the task of shedding light on Chisholm’s para-

ynsideration. Then (a,x) is entailed by G iff
(a,2)}, A) = out" (G, A).

‘coherence per se’):
A set of nor

Now consider a ‘Chis
means the norm that the
the norm that it ought to b 2
(=, =z) means the norm that if he does no
It can be easily verified that the norm set G is
output operations outsf), since for these either
Cn({z, z}), and both sets {z} and {z, z}
noted that all norms in the norm set G are
that no norm (a, ) € G is entailed by G \
out: for (T,z) we have z € our"(G,T)
(x,2z) we have z € out"'(G,z) but z ¢ out"(
we have -z € out"(G,—x) but =z ¢ out” (G \ {(—x,—z)}, T). Finally consider
the ‘Chisholm fact set” A = {—z}, that includes as an assumed unalterable fact the
proposition —z, that the man will not go to the assistance of his neighbors: we hay

i.e. the man must not tell his neighbors he is coming. Thus:
G, AE Oz

6 Multiagent detachment

In Section 6.1 we introduce normative multiagent systems using agents and control-
lable propositions, and we introduce a challenge for detachment for multi-agent sys-
tems. In Section 6.2 we give a solution for the challenge in these formalisms.
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6.1 Challenge for multiagent detachment

Olde Loohuis [2009] argues that the assumption that other agents comply with their
norms reflects hat agents live in a responsible world. However, Makinson [1999]

Peter is obliged to give John a receipt,” then we cannot detach that Peter
phn a receipt unconditionally based on the assumption that John will pay

at the normative system is known to all agents, and in this section
does not change over time, and that each norm is directed to one
zents reason about the consequences of the normative system, that is,
issions can be detached from it. With an explicit normative

as in STIT logic, but we assume a min-
s is partitioned into parameters (uncontrol-

traces this idea back to
is an abstract and gene e the proposmons w1th ac-
tion descriptions like C
with game theory, wk

a causal theory. By convention, the propos

., are decision variables for agent 1, b, by, . ."
Norms are written as pairs of propositional fg
is the case, then ps ought to be the case,” (
he has to do as,” and so on. We restrict th
literals (propositional atoms or their negatio
material implications.

DEFINITION 5 (Normative multi agent system, individual norms) A normative mul-
tiagent system is a tuple NM AS = (A, P,c, N) where A is a set of agents, P is a set
of atomic propositions, ¢ : P — A is a partial function which maps the propositio
to the agents controlling them, and N is a set of pairs of conjunctions of literals
of P, such that if (¢,v) € N, then all propositional atoms in 1 are controll
single agent.

Our action theory may be seen as a simple kind of STIT theory, in the'sense that
an obligation for a proposition p controlled by agent o may be read as: “the agent v
ought to see to it that p is the case.” Though this abstracts away from the temporal
issues of STIT operators, it still has the characteristic property of STIT logics that
actions have a higher granularity than worlds.

Makinson [1999] illustrates the intricacies of temporal reasoning with norms, obli-
gations and agents by discussing the iteration of detachment, in the sense that from the
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two conditional norms “if ¢, then obligatory 1) and “if v, then obligatory x” together
with the fact ¢, we can derive not only that v/ is obligatory, but also that y is oblig-
atory. Makinson’s challenge is how to detach obligations based on the principle that
s cannot assume that other agents comply with their norms, but they assume that

nson argues that iteration of detachment often appears to be appro-
the following example, based on instructions to authors preparing

Makinson, 1999]) Let the set of norms be (25215, 12)=“if
(12, refs10)=“if 12, then obligatory refs10”, where
cm”, 12 is "The font size for the main text is 12
or the list of references is 10 points”. Moreover,
iree variables. If the facts contain 25x15, then
gatory that 12, but also that it is obligatory

is controlled by Peter. Intuitively Makinson
John owes Peter $1000, considered alone, P

One concerns the passage of time, and the other concerns bearers of the obligations.
Sven Ove Hansson’s example above involves both of these factors. “We recall that
our representation of norms abstracts entirely from the question of time. Evidently,
this is a major limitation of scope, and leads to discrepancies with real-life example
where there is almost always an implicit time element. This may be transitive, as
we say “when b holds then a should eventually hold”, or ... should simultai
hold”. But it may be intransitive, as when we say “when b holds then a s
within a short time” or “... should be treated as a matter of first pri
about”. Clearly, iteration of detachment can be legitimate only when the implicit time
element is either nil or transitive. Our representation also abstracts from the question
of bearer, that is, who (if anyone) is assigned responsibility for carrying out what
is required. This too can lead to discrepancies. Iteration of detachment becomes
questionable as soon as some promulgations have different bearers from others, or
some are impersonal (i.e. without bearer) while others are not. Only when the locus
of responsibility is held constant can such an operation take place.” [Makinson, 1999]
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Challenge 6 How to define detachment for multiple agents?

Broersen and van der Torre [2007] consider the temporal aspects of the example,
in this section we consider the actions of the agents. The following example extends

do we want to derive the obligation for pay;, N receipt,;, that is,

tpj’

obligation for receipt,, ;, then maybe the obligation
watic as the obligation for receipt,, ;. Moreover,

estion thus arises whether
ing example illustrates this

tachment of agents usi
we consider sequentia
question, not discusse

sion variable of agent 1, and by and b are
F = {p, a}, do we want to detach only by, o
then this implies that despite the fact that a
agents we can use (a A by, bs) to detach bs,

agent. In other words, when considering the norm (a A b1, b2) to detach by, we should
not consider the norm and reject it because there is a variable in the input which refers
to another agent, but we should consider it since we have a € F as a fact, and b,
already in the output, we can derive by too.

If by should not be derivable, then we could simply restrict the set of norm,
we select from N to satisfy the syntactic criterion, just like we selected t
norms Ny. However, if by should be derivable, then we have to define
procedures for each agent, and combine them afterwards. This is form:
following detachment procedure for agents.

in the

DEFINITION 10 (Iterative detachment for agents.) Agent a € A controls a proposi-
tional formula ¢, written as ¢(¢) = a, if and only if for all atoms x € ¢ we have
c(z) = a.

Ny ={(¢:9) € N | FU{o} £ ~, c(y) = a}
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E{* = 0. Forn = 110 o0 do E}ﬁH = {Y | (p,9) € NS,FUE;“ E ¢} if
consistent with F, E!® otherwise. out'*(N, F,a) = Cn(UE!*), and out'*(N, F) =
Ugeaout®(N, F, a).

ave the logical analysis of this ans related approaches to future work.

hich on the one hand require you to leave the room, while on the
yu not to leave the room at the same time. In such cases, we are

e cannot, in any usual sense, say that such
consider is the consistency of the output of
oherence with respect to a set of norms with
e notion of minimal coherence in Section 5.3:
(0) A setof norms/G is minimal coherent  iff L ¢ out(G,0).

This is clearly very
ent. Alternatively, we

€)) A set of nor

, as for example the ne ¥), (a, ~2) would be coher-

arbitrary facts A might be assumed. A bette

(1a) A setof norms G is coherent  iff

requires both x to be realized and —z to be reali
that e.g. for all output operations outﬁr), we have | ¢ out%ﬂ (G, —a):
demands arise when —a is factually assumed. Yet something seems wrong with a
normative system that explicitly considers a fact a only to tie to it conflicting normative
consequences. The dual of (1a) would be

(1) A setof norms G is coherent  iff for all sets of formulas A,
out(G, A).

Now a set G with G = {(a, ), (a, )} would no longer be termed co 4

makes the claim that for no situation A, two norms (a, ), (b, y) would everieome into

conflict, which might seem too strong. We may wish to restrict A to sets of facts that

are consistent, or that are not in violation of the norms. The question is, basically, how

to distinguish situations that the norm-givers should have taken care of, from those

that describe misfortune or otherwise unhappy circumstances. A weaker claim than
(1) would be (1c):

(1c) A setof norms G is coherent iff for all a with (a,z) € G, L ¢
out(G, a).
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By this change, consistency of output is required just for those factual situations that
the norm-givers have foreseen, in the sense that they have explicitly tied normative
consequences to such facts. Still, (1¢) might require further modification, since if a is
een situation, and so is b, then also a V b or a A b might be counted as foreseen

orms G is coherent  iff foreach A C {a | (a,2) € G}, if
A is non-empty and consistent, then
1 ¢ out(G, A).

her difficulty: let G contain a norm (a, —a) that, for con-

facts in which the duty arises—impossible.
orts ‘throughput’, i.e. the input is not neces-

A L.

But with definition ( that for any case of norm-
violation, i.e. for an a A —-x) € Cn(A), G must
be termed incoherent—A ate that there was something
wrong with God’s commands: : i those norms
consider

(2)

formally discuss this question, by rephrasing th tion of cohere the norms
as one of consistency of output, and of output with input. Both notions have been
explored in the input/output framework as ‘output under constraints’:

Definition (Output under constraints) Let G be a set of conditional norms and A
and C two sets of propositional formulas. Then G is coherent in A under constrai
C when out(G, A) U C'is consistent.

Future study must define an output operation, determine the relevant stat
find the constraints C, such that any set of norms G' would be appropri
coherent or incoherent by this definition.

8 Normative conflicts and dilemmas

There are essentially two views on the question of normative conflicts: in the one
view, they do not exist. In the other view, conflicts and dilemmas are ubiquitous.

4 Temporal dimensions are not considered here. In an approach that would consider dynamic norms,
one may argue, throughput should not be included in a definition of coherence as any change involves an
inconsistency between the way things were and the way the become.
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According to the view that normative conflicts are ubiquitous, it is obvious that we
may become the addressees of conflicting normative demands at any time. My mother
may want me to stay inside while my brother wants me to go outside with him and play

es. I may have promised to finish a paper by the end of a certain day, while for the

er you a cigarette when I am lighting one for myself, while concerns
hould make me not offer you one. Legal obligations might collide -

e be two conditional norms (a, x) and (b, y): unless we
a A b) or (y — z) € Cn(a A D) there is a possible

em of spheres’, in our setting: a sequence
(mx1, z2), (021 A 22, x3), ... that satisfies
1S must take into account possible conflicts. But

The literature on no i ilemmas is vast. As highlighted earlier
in the chapter, here we do ] sting li iew. on the topic;

view that normative conflicts not only genui
classical way to deal with such conflicts consis
as done by Lemmon [1962]. Another co
conjunction, that is, to deny that oughting t
both [Marcus, 1980; van Fraassen, 1973;
challenged by Horty’s example [1994; 1997; 20
to fight in the army or perform alternative national”service” and “Smith ought not to
fight in the army”, we should be able to derive “Smith ought to perform alternative
national service”. By withdrawing the principle of conjunction, this argument is no
longer valid. The distribution rule states that x necessitates y implies that, if one oug
to do z, then one ought to do y. As Goble [2013] observes, although this princi
has been often criticized for its role in many deontic paradoxes, its responsibi
connection with normative conflicts has rarely been discussed. Keeping th
of conjunction while removing the distribution rule would validate Hort
[Goble, 2009]. For other systems that restrict the distribution principle,
2005; Goble, 2009].

In an input/output setting one could say that there exists a conflict whenever 1 €
Cn(out(G, A) U A), i.e. whenever the output is inconsistent with the input: then the
norms cannot all be satisfied in the given situation. There appear to be two ways to
proceed when such inconsistencies cannot be ruled out. For the concepts underlying
the ‘some-things-considered’ and ‘all-things-considered’ O-operators defined below

[Goble,
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cf. Horty [1997] and Hansen [2004; 2005a]. For both, it is necessary to recur to the
the notion of a maxfamily(G, A, A), i.e. the family of all maximal H C G such that
out(H, A) U A is consistent. On this basis, input/output logic defines the following
output operations out" and out":

U{out(H, A) | H € maxfamily(G, A, A)}

N{out(H, A) | H € maxfamily(G, A, A)}

is a non-standard output operation that is not closed under conse-
do not generally have Cn(out” (G, A)) = our”(G, A). Finally we
led definition of an O-operator

iff | = € out(G, A)

Q
=
!

; and the facts A if z is in the output of some
subset of non-conflicting norms, or: some
the norms, requires x to be true. It is imme-

all coherent normative
and C' are validated.
The opposite view, that normative confl d i very notion
of obligation: it is essential for the function of ior—that
the subject of the norms is capable of followi
fulfilled is a meaningless use of language.
fulfilled is confusing the subject, not giving

of the normative situation is required that resolves the dilemma in of the one
or other of what only appeared both to be obligations. In particular, this inspection
may reveal that the apparent conflicts in reality comes from some ambiguities in the
examples, for instance where a moral ‘ought’ is not compatible with a legal ‘ought’;
thus, there is no real conflict, because the two ‘oughts’ refer to two different sphe
and each should be represented with a different operator [Castafieda, 1981; Cast
1982]. Or again, a priority ordering of the apparent obligations may help
the conflict, this summarizes viewpoints prominent e.g. in Ross [1930],
[1963; 1968], and Hare [1981]. The problem that arises for such a view
to determine the ‘actual obligations’ in face of apparent conflicts, or, put differently,
in the face of conflicting ‘prima facie’ obligations.

Challenge 8b. How can the resolution of apparent conflicts be semantically modeled?

Again, both the O" and the O -operator may help to formulate and solve the prob-
lem: O" names the conflicting prima facie obligations that arise from a set of norms
G in a given situation A, whereas O™ resolves the conflict by only telling the agent
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to do what is required by all maximal coherent subsets of the norms: so there might
be conflicting ‘prima facie’ O"-obligations, but no conflicting ‘all things considered’
OM-obligations. The view that a priority ordering helps to resolve conflicts seems
moretdifficult to model. A good approach appears to be to let the priorities help us to

e et P(G, A, A) of preferred maximal subsets H € maxfamily(G, A, A). We

ts, the priority ordering should narrow down the selected sets to
= 1, but this generally requires a strict ordering of the norms in G.
11 norms can be strictly ordered is itself subject of philosophical dis-
irements may be incomparable: this is Sartre’s paradox, where

be of equal weight, e.g. two simultaneously ob-
ins, of which only one can be fulfilled [Marcus,
1980] The d art i efine a mechanism that determines the preferred
ities between the norms. There have been

obligations

be true under conditions a’
on Wright [1956]. Their in-

Dyadic deontic opera hat formalize e.g
as O(z/a), were intrg

troduction was due to

the usual formahzatlon of the secondary obligz
given Oz and the axioms of standard deontic

historical account the reader is referred to Hilpi
Handbook of Deontic Logic and Normative Syste

In Section 1.3 we have extensively discussed DSLD. The perhaps best-known se-
mantic characterization of dyadic deontic logic is B. Hansson’s [1969] system DSLD3,
axiomatized by Spohn [1975]. Hansson’s idea was that the circumstances (the condi,

an obligation to make ‘the best out of the sad circumstances”.
presents a possible worlds semantics in which all worlds are ordered by a
(betterness) relation. O(x/a) is then defined true if x is true in the best a-worlds.
Here, we intend to employ semantics that do not make use of any prohairetic better-
ness relation, but that model deontic operators with regard to given sets of norms and
facts.

Challenge 9 How fo define dyadic deontic operators with regard to given sets of
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norms and facts?

Input/output logic assumes a set of (conditional) norms G, and a set of unalter-
able facts A. The facts A may describe a situation that is inconsistent with the out-
G, A): suppose there is a primary norm (T,a) € G and a secondary norm
,ie. G = {(T,a),(—a,z)}, and A = {—a}. Though a € out(G, A),
ense to describe a as obligatory since a cannot be realized any more in
on—no crying over spilt milk. Rather, the output should include only
the secondary obligation z—it is the best we can make out of these
) do so, we return to the definitions of maxfamily(G, A, A) as the
subsets H C @ such that out(H, A) U A is consistent, and the

a) is defined true if z is in the output under
at their output under {a} is consistent with
(—a,xz)} we therefore obtain O(x/—a) but
e consequent of the secondary obligation is

not O(a/~a) as being
described as obligatory

In the above definiti
inputs explicit: the tr any facts other than a. This
may be unwanted; o given facts, and employ the
antecedent a only to denote ] . Still, the output should con-
output should include also the

normative consequences z of a norm (a, %
realized by the following definition:

G,AEO(z/a) iff z € out"

So, relative to a set of norms G and a set o
the output under A U {a} of all maximal sets
AU {a} is consistent with A U {a}.

Hansson’s description of dyadic deontic operators as describing defeasible obliga-
tions that are subject to change when more specific, namely contrary-to-duty situations
emerge, may be the most prominent view, but it is by no means the only one. Earlier
authors like von Wright [1961; 1962] and Anderson [1959] have proposed more n
mal conditionals, which in particular support ‘strengthening of the anteceden
O(xz/a) — O(z/a A b). From an input/output perspective, such operator
accommodated by defining

G, AEO(z/a) iff z€out(G,AU{a})
It is immediate that for all standard output operations outgf) this definition validates
SA. The properties of dyadic deontic operators that are, like the above, semantically
defined within the framework of input/output logic, have not been studied so far. The

theorems they validate will inevitably depend on what output operation is chosen, cf.
Hansen [2007] for some related conjectures.
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10 Permissive norms

In formal deontic logic, permission is studied less frequently than obligation. For a
long time, it was naively assumed that it can simply be taken as a dual of obligation,

, for when von Wright [1951b] started modern deontic logic in 1951,
ator that he took as primitive, and defined obligation as an absence
the contrary. Rather, more and more authors have come to realize
Iti-faceted the concept of permission is. Much energy was devoted
ee choice permission’, where one may derive from the

p [1973]). Von Wright, in his late work start-
he concept of inter-definability of obligations
P-norms and O-norms, where one may call
the collective contents of some O-norms
of ‘strong permission’ introduced deontic
ogic SDL, O—z V Pz is a tautology, meaning

that any state of affair ’s new theory
means that in the abse y is obligatory is permitted,
and that nothing is per i ! sing. Perhaps most importantly,
Bulygin [1986] obser, h mission must be used in the

standing of obligation and prohibition. Indee
Deontic Logic and Normative Systems is devg
[Hansson, 20131.

Challenge 10 How to distinguish various k
obligations?

From the viewpoint of input/output logic, one may first try to define a concept
of negative permission in the line of the classic approach. Such a definition is the
following:

G,AE= Py iff -z ¢ out(G, A)

So something is permitted by a code iff its negation is not obligatory accordi
the code and in the given situation. As innocuous and standard as such a
seems, questions arise as to what output operation out may be used. Si
output out; and basic output outy produce counterintuitive results: consi
norms G of which one norm (work, tax) demands that if T am employed then I have to
pay taxes. For the default situation A = {T} then P"¢(a A —x) is true, i.e. it is by
default permitted that I am employed and do not pay taxes. Stronger output operations
outs and out, that warrant reusable output exclude this result, but their use in deontic
reasoning is questionable for other reasons.

In contrast to a concept of negative permission, one may also define a concept of
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‘strong’ or ‘positive permission’. This requires a set P of explicit permissive norms,
just as G is a set of explicit obligations. As a first approximation, one may say that
something is positively permitted by a code iff the code explicitly presents it as such.
is leaves a central logical question unanswered as to how explicitly given per-
nd obligating norms may generate permissions that—in some sense—follow
icitly given norms. Pursuing von Wright’s later approach, we may define:

P (z/a) iff 1z € out(GU{(b,y)},a) for some (b,y) €
PU{(T,T)}

ission to realize x in conditions a if = is generated under these
by the norms in G alone, or the norms in G together with some

So there is a
conditions eit

in the sense that anything is permitted that
e concept of static permission is quite strict,
ot explicitly occur in the norms. In between, one
ynamic permission’ that_defines something as permitted
puld prevent an agent from
al definition reads:

in some situation a if f
making use of some e

G,P = P i a,—x)},b) for some y and
i that G, P = P*"“(y/b)

ployed adult populations is permitted to vote, g
and G = {(work,tax)}. We might also likg
the unemployed are protected from being f
permitted to vote, but P (vote/—work) i
adults are protected from being forbidden to
this sense are permitted to be both unemploye
Pt (—work A vote/18y) is not true. Dynamic pe
protections, and make both P%"(vote/—work) and P®"(—work A vote/18y) true: if
either (—work, —wote) or (18y, (—work — —wote)) were added to G we would obtain
—wote as output in conditions —work A 18y) in spite of the fact that, as we have see
G, P |= P (vote/—work N 18y).

The relation of permission and obligation can also be studied from a multi
perspective. Think of two brother who are fighting for a toy or for a bike ri
mother obliges the son who’s playing with the toy (or riding the bike)
brother to play as well.

There are, ultimately, a number of questions for all these concepts of permissions
that Makinson and van der Torre have further explored [Makinson and van der Torre,
2003al. Other kinds of permissions have been discussed from an input/output perspec-
tive in the literature, too, for example permissions as exceptions of obligations [Boella
and van der Torre, 2003]. But it seems input/output logic is able to help clarify the
underlying concepts of permission better than traditional deontic semantics.
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11 Meaning postulates and intermediate concepts

To define a deontic operator of individual obligation seems straightforward if the norm
in question is an individual command or act of promising. For example, if you are the

put logic, let
of norms G
x € out(4, G

e the proposition that « hands the screwdriver to 8: with the set
T,x)}, the set of facts A = {T}, and the truth definition Oz iff

1 ought to hand out a verdict that commits the
e-a prison sentence not exceeding 5 years. But how
onclusion that an act of thefghas been committed? ‘Theft’
ition such as the following

accused to pay a fine o
does the judge arrive at
is a legal term that is
one:

3) Someone co has taken a movable object
i i is own possession with the

by definition. The significance of (3) is that it decomposes the complex legal term
‘theft’ into more basic legal concepts. These concepts are again the subject of further
meaning postulates, among which may be the following:

“4) A person in the sense of the law is a human being that has been born.

(5) A movable object is any physical object that is not a person or a pie
land.

(6) A movable object is in the possession of a person if that perso
control the uses and the location of the object.

7) The owner of an object is—within the limits of the law—entitled to do
with it whatever he wants, namely keep it, use it, transfer possession or
ownership of the object to another person, and destroy or abandon it.

Not all of definitions (4)-(7) may be found in the legal statutes, though they may be
viewed as belonging to the normative system by virtue of having been accepted in
legal theory and judicial reasoning. They constitute ‘intermediate concepts’: they link
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legal terms (person, movable object, possession etc.) to words describing natural facts
(human being, born, piece of land, keep an object etc.).

Any proper representation of legal norms must include means of representing mean-

postulates that define legal terms, decompose legal terms into more basic legal

But for deontic logic, with its standard possible worlds semantics, a
solution to the problem of representing meaning postulates is so far

aus serve an economy of expression (cf. Lindahl
view chapter [Lindahl and Odelstad, 2013]).

Fi,. ons in which a person a acquires ownership
of an some other person f3, finding it, building
it from et C4, ..., C, be among the legal consequences

of a’s ownership of ~,
the object is damaged
express that each fac
The introduction of tt
cations to p + n: there !
Ownership(z,y), and n i

of the legal consequences C1, ...,C),. The
cases: one implication (Fy V ... V F,

ights to compensation when
or pay taxes for it etc. To
implications are required.
e number of required impli-
acts F, ..., I, to the legal term
Al term Ownership(x, y) to each

freedom to use the objec

consequences C1, ..., C,,. However, things
number of factual descriptions to the sa
normative sources, may come into conflict v
norms of higher priority, or be subject to indivi
freedoms or licenses: in these cases, the norms mu
seems worthwhile to consider ways to incorporate intermediate concepts into a formal
semantics for deontic logic.

In an input/output framework, a first step could be to employ a separate set 7" o
theoretical terms, namely meaning postulates, alongside the set G of norms. L
consists of intermediates of the form (a, x), where a is a factual sentence (e.g,
is in possession of «y, and that « and 3 agreed that « should have -, and th
7 to «), and x states that some legal term obtains (e.g. that o is now ow
derive outputs from the set of norms G, one may then use A U out(T,
i.e. the factual descriptions together with the legal statements that obtain given the
intermediates 7" and the facts A.

It may be of particular interest to see that such a set of intermediates may help
resolve possible conflicts in the law. Let (T, —dog) be a statute that forbids dogs on
the premises, but let there also be a higher order principle that no blind person may
be required to give up his or her guide dog. Of course the conflict may be solved
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by modifying the statute (e.g. add a condition that the dog in question is not a guide
dog), but then modifying a statute is usually not something a judge, faced with such
a norm, is allowed to do: the judge’s duty is solely to consider the statute, interpret it
ding to the known or supposed will of the norm—giver and apply it to the given

e-interpreted as reading (T, —tdog) with the additional intermediate
,tdog) € T, and thus no conflict arises for the case of blind persons
eir guide dog. While this seems to be a rather natural view of how
esolution works (the example is taken from an actual court case), the

ing to Searle [1995], the activity of playing
ce with these rules. Chess has no existence
apart from these rules. s of marriage, money, and promising are like the
institutions of baseball
conventions. They havg i i 1ism to normative reasoning

in dynamic and unce , e alize agent communication,
electronic contracting i r e€, €.g., Boella and van der Torre
[2006a].

Challenge 12 How fo define counts-as ce obligations
and permissions?

For Jones and Sergot [1996], the counts-as

text of an institution s. They characterize the logi
axioms for agglomeration ((z =sy) & (x = 2)
((x =s2)&(y =52)) D ((x Vy) =4 2) and transitivity ((z =,y) & (y =52)) D
(z =5 2). The flat fragment can be phrased as an input/output logic as follows [Boella
and van der Torre, 2006b].

DEFINITION 11 Let L be a propositional action logic with \- the related noti
derivability and Cn the related consequence operation Cn(x) ={y |z Fy
be a set of pairs of L, {(x1,91), ..., (Tn,yn)}, read as ‘xy counts as y,
over, consider the following proof rules conjunction for the output (AND),
of the input (OR), and transitivity (T) defined as follows:

(xvyl)a(x)y2)AND (xlay)a(mZ)y)OR (x)yl)’(ylay2)T
(@51 A y2) (1 V 22,y) (2,2)

For an institution s, the counts-as output operator out., is defined as the closure
operator on the set C A using the rules above together with a tacit rule that allows re-
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placement of logical equivalents in input and output. We write (x,y) € outc,(CA, s).
Moreover, for X C L, we write y € outc,(CA, s, X) if there is a finite X' C X such
that (ANX",y) € outc,(CA,s), indicating that the output y is derived by the output
or for the input X, given the counts-as conditionals C' A of institution s. We
¢ outc,(C'A, s, ) for outc,(CA, s, {z}).

[f for some institution s we have CA = {(a, x), (x,y)}, then we have

{z,y}.

that statements like “X counts as Y in context ¢’ may have dif-
situations lead Grossi et al. [2006; 2008] to propose a

outc,(CA, s,

is, the fact that agents of a society need to
accept sue i in force.
' atori and Rotolo [2008] propose a study of

norms like “X counts
in presence of exceptig

ity], and we are inclined to accept it”. Nei
transitivity by cumulative transitivity (CT): (
that characterizes operations outs, out4 of i
sive overview on constitutive norms, the rg
and Jones [2013].

The main issue in defining constitutive norms li
their relation to regulative norms like obligations permissions. Boella'and van der
Torre [2006b] use the notion of a logical architecture combining several logics into a
more complex logical system, also called logical input/output nets (or lions).

conditional
ohligations

obligations
—

facts

permissions
&

conditional
permissions

The notion of logical architecture naturally extends the input/output logic frame-
work, since each input/output logic can be seen as the description of a ‘black box’.
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In the above figure there are boxes for counts-as conditionals (CA), institutional con-
straints (IC), obligating norms (O) and explicit permissions (P). The norm base (NB)
component contains sets of norms or rules, which are used in the other components
to generate the component’s output from its input. The figure shows that the counts-

, if we write out(C A, G, A) for the output of counts-as conditionals

igations, out(G, A) for obligations as before, then out(C A, G, A) =
1).

open issues concerning constitutive norms, since their logical anal-

ted much,attention yet. How to distinguish among various kinds of

together wit
out(G, oute,(
There are n

tatic, but changes over time. For example, a
norms or to eliminate some existing ones.

] were the first to study the
changes of a legal code: g causes an enlargement of the
code, consisting of the ne R rived from n.

is incoherent with the existing ones, we have
coherently add the new regulation, we need tg
Finally, derogation is the elimination of a
implies n.

the consequences of gaps in this ordering. For example, in jurispruden
of precedents is an established method to determine the ordering among norms.

However, although Alchourrén and Makinson aim at defining change operators for
a set of norms of some legal system, the only condition they impose on G is that it is
non-empty and finite set of propositions. In other words, a norm z is taken to be si
a formula in propositional logic. Thus, they suggest that “the same conce
techniques may be taken up in other areas, wherever problems akin to inc
and derogation arise” ([Alchourrén and Makinson, 19811, p. 147).

This explains how their work (together with Gérdenfors’s analysis of counterfac-
tuals) could ground that research area that is now known as belief revision. Belief
revision is the formal study of how a set of propositions changes in view of new in-
formation that may be inconsistent with the existing beliefs. Expansion, revision and
contraction are the three belief change operations that Alchourrén, Gérdenfors and
Makinson identified in their approach (called AGM) and that have a clear correspon-
dence with the changes on a system of norms we mentioned above.
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Challenge 13 How to revise a set of regulations or obligations?

Recently, AGM theory has been reconsidered as a framework for norm change.
However, beside syntactic approaches where norm change is performed directly on

ange is a form of model update. Point of depart is a dynamic variant
text used to study counts-as conditionals introduced by Grossi et
Xt expansion and context contraction operators are defined. Con-
context contraction represent the promulgation and the derogation

getively. One of the advantages of this approach is that it

difference between these two mechanisms
e code and all its effects (past and future)

are ca . i e and, does not operate retroactively, and so it
leaves t t holding in the past.
It should then be cle at, in order to capture the difference between annulment

Rotolo’s first attempt
reasoning is unsucces ty. They the add a temporal
dimension to Defeasible, Logi 1 anges in a normative system

effectiveness (when the norm can produce leg
versions of a normative system are needed. If,

formalisation is rather complex.

To overcome such complexity without lo
tori et al. [2013] explored three AGM-like contr:
exceptions and revise rule priorities.

Boella et al. [2016] also use AGM theory, where propositional formulas are re-
placed by pairs of propositional formulas to represent rules, and the classical con-
sequence operator C'n is replaced by an input/output logic. Within this framewor
AGM contraction and revision of rules are studied. It is shown that results from b
base dynamics can be transferred to rule base dynamics. However, difficulti
in the transfer of AGM theory change to rule change. In particular, it is s
the six basic postulates of AGM contraction are consistent only for some.
logics but not for others. Furthermore, it is shown how AGM rule revision can be
defined in terms of AGM rule contraction using the Levi identity.

When we turn to a proper representation of norms, as in the input/output logic
framework, the AGM principles thus prove to be too general to deal with the revi-
sion of a normative system. For example, one difference between revising a set of
beliefs and revising a set of regulations is the following: when a new norm is added,
coherence may be restored by modifying some of the existing norms, not necessarily



Multiagent Deontic Logic and its Challenges from a Normative Systems Perspective?! 39

retracting some of them. The following example will clarify this point:

Example. If we have {(T,a), (a,b)} and we have that ¢ is an exception to the obliga-
tiondo,do b, then we need to retract (¢, b). Two possible solutions are {(—c¢, a), (a,b)}

k that combines input/output logic and AGM theory to propose an ab-
rm change is that by Stolpe [2010]. Contraction is used to represent
a norm, that is, the elimination of a norm together with whatever
at implies that norm. This is rendered as an AGM partial meet con-
ion for a set of norms in input/output logic. Stolpe gives

erisation of the derogation operation. Revision, on the
endment of a code, which happens when we wish to

ze them. Another open question is whether
rk for modelling norm change. Finally, more

yregation of regulations. This
problem has been only ure and therefore the findings
are still incomplete.

The first noticeable thing is the lack of ge

that are to be aggregated come from:

1. some works focus on the merging of
normative system [Cholvy and Cupp!

2. other works assume that the regulations to
[Booth et al., 2006]; and finally

3. some authors provide patterns of possible rules to be combined, and consider
both cases 1. and 2. above [Grégoire, 2004].

The first situation seems to be more a matter of coherence of the whole
rather than a genuine problem of fusion of norms. However, such approach
merit to reveal the tight connections between fusion of norms, non-mon
and defeasible deontic reasoning. The initial motivation for the study of belief revision
was the ambition to model the revision of a set of regulations. In contrast to this, the
generalization of belief revision to belief merging is primarily dictated by the goal
to tackle the problem—arising in computer science—of combining information from
different sources. The pieces of information are represented in a formal language and
the aim is to merge them in an (ideally) unique knowledge base. See Konieczny and
Grégoire [2006] for a survey on logic-based approaches to information fusion.
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Challenge 14 Can the belief merging framework deal with the problem of merging
sets of norms?

If, following Alchourrén and Makinson, we assume that norms are unconditional,

is the case, we need to explain the merging approach in a few words.
we have a finite number of belief bases K, K», ..., K,, to merge.
ase whose elements are the integrity constraints (i.e., any condition
gme to satisfy). Given a multi-set E = {K7, Ko, ..., K, }

terpretation w and F.

are usually based on the selection of some con-
000]. The bases K; in E can
be inconsistent and th , stribution of the wffs over
term ‘combination’ to the
syntax-based fusion o e model-based approaches.

E [Konieczny, 1999]. These two types of
often guide the aggregation of individual pre
to let the majority decide the collective oute
distribute the individual dissatisfaction.

edge bases or individual preferences, but have nothing to say when we try to model
the fusion of sets of norms. Hence, for this purpose, syntactic merging operators may
be more appealing. Nevertheless, the selection of a coherent subset depends on addi-
tional information like an order of priority over the norms to be merged, or some othe
meta-principles.

The reader may wonder about the relationships between merging sets of nor
the revision of a normative system. In particular, one may speculate that Ch,
is not independent of Challenge 13, and that a positive answer to Challen
an answer to 13. This is indeed an interesting question, but we believe that
to this question is not straight-forward. Konieczny and Pino Pérez [2011] have shown
that there are close links between belief merging operators and belief revision ones. In
particular, they show that an IC merging operator is an extension of an AGM revision
operator. However, as we have seen, it is not clear whether IC merging operators could
be properly used to study the merging of norms.

An alternative approach is to generalize existing belief change operators to merging
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rules. This is the approach followed by Booth et al. [2006], where merging operators
defined using a consolidation operation and possibilistic logic are applied to the ag-
gregatlon of conditional norms in an input/output logic framework. However, at this
y 'nary stage, 1t is not clear whether such methodology is more fruitful for testing

tion of each of norms is analyzed. Moreover, both the situations in which the
regulations ame system and those in which they come from different
e general principles are derived. Finally, a merging
propositions is proposed. A limit of Grégoire’s
of rules with the same consequence is taken into

der of priority among the norms to be merged
and this order is used to resolve the incoherence. Even though this is quite a strong
assumption, Cholvy an ’ h ideration a broader type of
incoherence than Grég . i , ganization that works with
secret documents has . i i at any document containing

are conflicting, we need to introduce the con
stroying it are contradictory actions. That is,
can involve information not given by any no,

15 Games, norms and obligations

Deontic logic has been developed as a logic for practical reasoning, ‘and normative
systems are used to guide, control, or regulate desired system behaviour. This raises a
number of questions. For example, how are deontic logic and the logic of normative
systems related to alternative decision and agent interaction models such as BDI the-
ory, decision theory, game theory, or social choice theory? Moreover, how can deo
logic be extended with cognitive concepts such as beliefs, desires, goals, inte
and commitments? Though there have been a few efforts to base deontic 1
a logic of knowledge to define knowledge based obligation [Pacuit et al
tend deontic logic with BDI concepts [Broersen et al., 2003], we belie
extensions have not been fully explored yet.

Maybe the most fundamental challenge has become apparent in this chapter. We
discussed how deontic STIT logics are based on interactions of agents in games, and
we discussed how norm based deontic logics have been developed on the basis of
detachment. However, these two approaches have not been combined yet. So this is
our final challenge in this chapter.
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Challenge 15 How can deontic logic be based on both norm and detachment, as well
as decision and game theory?

Norms and games have been related before. Lewis [1979] introduced master-slave

from daily life. A person faces the parental problem of letting the
e, or letting him make his homework. The mother is obliging her
illustrated in the first drawing of Figure 15, the son did

Empty
your plate!

Figure 5. Conformance, violation, incentive, violation, negotiation (Dra
berdien van der Torre), from [van der Torre, 2010]

y Eg-

However, in the second drawing his behavior has changed. The son does not like
vegetables, and when the parents tell the boy to eat his vegetables, he just says “No!”
At the third drawing, when the son’s desire not to eat vegetables became stronger than
his motivation to obey his parents, the parents adapted their strategy and introduced
the use of incentives. They told their son, “if you empty your plate you will get a
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dessert”, or sometimes, “if you don’t finish your plate, you don’t get a dessert.” The
boy has a desire to eat a dessert, and this desire is stronger than the desire not to eat
vegetables, so he is eating his vegetables again. However, after some time we reach
the fourth figure where the incentive no longer works. The boy starts to protest and to
In those cases, the parents sometimes decide that the son will get his dessert
eating his vegetables, for example, because the child still has eaten at

s visualized in the fifth figure, this makes the boy very happy. It is
t that characterizes a violation game. The violation does not follow
e norm, but is subject to exceptions and negotiation.

mood to argu
precisely this
necessarily frg

ple by a standard extensive game tree. Let’s look first
hild decides first whether to eat his vegetables or not.

bles leads to violation, not when a violation
the recognition of violation and the sanction
in reality usually two distinct steps can be

)= if B3, then

Figure 6. Expectation, from [van der Torre, 2010]

The general definition of obligation based on violation games extends this basi
idea to behavior over periods of time. Let’s consider the three phases in the exam
Borrowing from terminology from classical game theory, we say that it is obliga
eat the vegetables, when not eating them and the strategy that this leads to a
is an equilibrium. In the first phase in which the son eats his vegetables,
is only implicit since it does not occur. In the second phase not eating the v
identified with the absence of the dessert. In the third phase, the boy may sometimes
eat his vegetables, and sometimes not. As long as the norm is in force, he will still
believe to be sanctioned most of the time when he does not eat his vegetables. When
the sanction is not applied most of the time we have reached a fourth phase, in which
we say that the norm is no longer in force.

Summarizing, norms are rules defining a violation game.
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1. Conformance 2. Incentives 3. Negotiation
%

with is equilibrium

brium, from [van der Torre, 2010]

Since norms do not
are logically equivale
been proposed to take
of deontic logic. Imp

that two normative systems
2s a norm. Therefore it has
s the fundamental principle
ance and redundancy, which
epted by a normative system if
, and a norm

an equivalent normative system. The fundame
systems can be defined in terms of violation g

Remember that auto means self, and nomos means norm.

DEFINITION 15 (Autonomy [van der Torre, 2010]) A system is autonomous if and
only if it can play violation games.

Violation games are the basis of normative reasoning and deontic logic, b
complex games must be considered too. Consider for example the followin
If a child is in the water and there is one bystander, chances are that the b
jump into the water and save the child. However, if there are one hundred
chances are that no-one jumps in the water and the child will drown. How to reason
about such bystander effects?

Van der Torre suggests that an extension of violation games, called norm creation
games [Boella and van der Torre, 2007], may be used to analyze the situation. An
agent reasons as follows. What is the explicit norm I would like to adopt for such
situations? Clearly, if I would be in the water and I could not swim, or it is my child
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drowning in the water, then I would like prefer that someone would jump in the water.
To be precise, I would accept a norm that in such cases, the norm for each individual
would be to jump into the water. Consequently, one should act according to this norm,
gveryone should jump into the water. Norm creation games can be used to give a
eral definition of a normative system.

ions among agents to determine which norms are in force, whether
ave occurred, and which sanctions will be imposed for such viola-

norm violatio
tions. A norm

d, the tall people, and so on). In general, and as
is known about the situation, the more can

the semantic structures
ods. As the norm crea
represented to model

The language of thednew deg [ violation games will be richer
than most of the deonti
referring to the regulative,
logic framework, but there will also be an €
agents are playing. Many choices are possible
lead the way.

We need other approaches that represe

1sing game theoretic meth-
3 for norm creation must be

idea of violation conditions which do not necessarily lead to sanctions, but to the more
abstract notion of “a bad state,” i.e. a state in which something bad has happened.
Whereas many of these deontic problems have been studied in isolation in the deontic
logic literature, I believe that violation games will work as a metaphor to bring th
problems together, and study their interdependencies.

16 Summary

The aim of this chapter is to introduce readers of the handbook to the area‘of deontic
logic and its challenges. The interested reader is advised to download the handbook
of deontic logic and normative systems, and should not take our chapter only as its
guidance. In particular, in this chapter we have not gone into the formal aspects of
deontic logic. If one considers only its formalisms, it is difficult to understand the area.
Deontic logicicians have developed monadic modal logics, non-monotonic ones, rule
based systems, and much more. The formalisms developed in deontic logic have also
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been adopted by a wider logic community, in particular the preference based deontic
logics have been adopted in many areas [Makinson, 1993].

One cannot understand the area of deontic logic without considering the problems
ed to its formalisms. As far as open problems are concerned, in the context
ndbook this concerns mainly the problems of multiagent deontic logic and

struct the history of traditional deontic logic as a challenge to deal
juty reasoning, violations and preference (Challenge 1)?

allenges in game theoretic approach to normative reasoning (Sec-
ased on non-deterministic actions (Challenge 2), moral luck (Chal-

: norms, when do agents assume that other
agents cQ i ) allenge 6)? In game theory, agents assume that
acting in their best interest. Analogously,

e assume that every norm is
directed towards a sing em does not change.

How do norm base i allenges in deontic logic?
These problems are j d ‘coherent’ (Challenge 7),
how to deal with normative e ow to interpret dyadic deontic

(z/a) (Chal-

how meaning postulates and counts-as condi
lenge 11 and 12), and how sets of norms ma
and 14).

Finally, how can the two approaches of
deontic logic be combined? (Challenge 15)
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