Modal Access Control Logic

Axiomatization, Semantics and FOL Theorem Proving
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Abstract. We present and study a Modal Access Control Logic (M-
ACL) to specify and reason about access control policies. We iden-
tify canonical properties of well-known access control axioms. We
provide a Hilbert-style proof-system and we prove soundness, com-
pleteness and decidability of the logic. We present a sound and com-
plete embedding of Modal Access Control Logic into First-Order
Logic. We show how to use SPASS theorem prover to reason about
access control policies expressed as formulas of Modal Access Con-
trol Logic, and we compare our logic with existing ones.

1 Introduction

Access control is concerned with the decision when to accept or deny
a request from a principal (e.g., user, program) to do an operation on
an object. In practice, an access control system is a product of several,
often independent, distributed entities with different policies that in-
teract in order to determine access to resources. In order to specify
and reason about such systems, many formal frameworks have been
proposed [10, 13, 14]

A common feature of almost all well-known approaches is the em-
ployment of formulas of the form “K says ¢”, intuitively meaning
that principal K asserts or supports o to hold in the system. On top of
the says operator many other constructs have been proposed, a central
one is the speaks-for relationship to model delegation between prin-
cipals. More precisely, we say that a principal “K speaks-for K’ if
K says ¢ implies that also K’ says ¢.

Recently the increasing need to evaluate, combine and integrate
different access control architectures motivated researchers to study
logics themselves [1, 8, 9, 10]. This research trend shifted the atten-
tion from ad-hoc formalisms to the identification of common foun-
dations for access control logics by studying their formal, mainly
unexplored, properties (e.g., axiomatizations, expressiveness, decid-
ability and semantics). Even if there is some agreement on looking
at the says construct as a modal operator, the correspondence the-
ory between its axiomatizations and the underlying (Kripke-style)
semantics is often left unexplored.

In this paper we address the following research question: can
Kripke semantics be employed to specify and reason about access
control policies? This breaks down in two sub-questions:

- what is a sound and complete axiomatization of well-known ac-
cess control axioms with respect to a Kripke semantics?

- how can Kripke semantics be used to employ state-of-the-art the-
orem provers to reason about policies?
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These questions raise several challenges. First of all, axioms of ac-
cess control are not standard in modal literature and their correspon-
dence with the underlying semantics is mainly unexplored. Identify-
ing canonical properties for well-known axioms for access control
permits to study them separately and naturally yields completeness
for logics that adopt any combination of them. This approach is sig-
nificant if we want logic to be employed to compare different access
control models, because different systems adopt different axioms de-
pending on the specific application domain.

Moreover, one emergent trend is the use of intuitionistic logics for
authorization (see Section 7), therefore we need to concentrate on a
new constructive modal logic. In order to directly employ semantics
in the reasoning process we present an embedding of our logic into
First-Order Logic (FOL) and then we show how to use a theorem
prover to carry out sound and complete deductions.

In this paper we present a novel intuitionistic access control logic
called Modal Access Control Logic (M-ACL), we establish a tight
correspondence between axioms of the logic and semantics (via
soundness and completeness proofs), we exploit this correspondence
by relying on the semantics to embed M-ACL into FOL, we prove de-
cidability and then we show how to employ SPASS theorem prover
to reason about access control policies expressed in M-ACL.

The paper is structured as follows: Section 2 presents the syntax
and axiomatization of M-ACL. Section 3 introduces the constructive
semantics while Section 4 and 5 are devoted to prove completeness
and decidability, respectively. Section 6 presents the parser from M-
ACL syntax into First Order Logic and how to use the translation
to reason with SPASS theorem prover. Section 7 underlines related
work and Section 8 ends the paper with conclusions and future work.

2 Modal Access Control Logic

M-ACL is an access control logic based on intuitionistic multi-modal
logic which extends intuitionistic propositional logic with two oper-
ators:

e A binary modality O indexed by a principal, where Ok ¢ has to
be read as “K says ¢”.

e A binary operator between principals =, were K = K’ stands
for “K speaks-for K'”.

Definition 1 (M-ACL syntax) Formulae of M-ACL are defined by
the following grammar

eu=p|L|-0|(eve) | (pAp) | (¢ = @) | (K= K') | Oxep
where,

e p ranges over a set of Boolean variables ®,
e K and K’ range over a set of principals P.



Definition 2 (M-ACL Axiomatization) The axiomatization of
M-ACL consists of all axioms of intuitionistic propositional logic
plus axioms and rules for the says (O) and speaks-for (=) operators.

all axioms of intuitionistic propositional logic (IPC)
Ifk o thent Ok (N)
Iftpandt o — 1, then = (MP)
FOk(e =) = Ogp — Okt (K)
Fo— 0Ok (Unit)
FOxk(Oke = @) (C)
FK=K (S-refl)
F(K=K')—(K'=K")—= (K= K") (S-trans)
FK=K — Okgp— Ogrp (speaking-for)
FOg(K=K')— (K=K (handoff)

(N) and (K) are standard for normal modal logics, (Unit) is a well
known axiom in access control and states that for every formula ¢,
if it holds, then it is supported by every principal K. (C) has been
employed in authorization logics [8] and comes from doxastic logic.
Intuitively, (C) means that every principal says that all its statements
have to hold. (S-refl),(S-trans) and (speaking-for) come from [9] and
model the speaks-for relationship. (handoff) states that whenever K’
says that K speaks-for K’, then K does indeed speak for K’ (i.e.,
every principal can decide which principals speak on its behalf).
The above axioms are not new in the access control literature and,
as shown in [8], most of the logic-based security policy systems are
based on (a subset of) them. However, M-ACL is the first access
control logic that combines them in a unique system, for this reason
it can be seen as a generalization of both logics presented in [9] and

[8].

Theorem 1 (Deduction Theorem for M-ACL) Given two wff ¢
and v

@ 1 implies o — ¢

where @ = 1) means that assuming @ we can derive (in the axiomatic
proof-system of Definition 2) 1.

Proof. This theorem follows from the deduction theorem of intu-
itionistic propositional logic (IPC) and the fact that M-ACL is an
axiomatic extension of IPC. O

We conclude this section by providing a simple example of how
policies can be represented in M-ACL

Example 1 (Taken literally from [9]) Consider the following sce-
nario with three principals Admin, Bob, Alice and one file
(filel) together with the following policy:

(1) If the administrator (Admin) says that £ilel should be deleted,
then this must be the case.

(2) Admin trusts Bob to decide whether £ilel should be deleted.

(3) Bob delegates its authority to Alice.

(4) Alice wants to delete £ilel.

The policy can be encoded in M-ACL’ as follows:

(1) admin says delete_filel — delete_filel
(2) admin says((Bob says delete_filel)—delete_filel)
(3) Bob says (Alice = Bob)

5 For the sake of readability we write “A says " instead of “0 4"

(4) Alice says delete_filel

The question of whether filel should be deleted corre-
sponds to prove delete_filel, which follows from (2)-
(4),(Unit),(K),(handoff) and (speaking-for).

3 M-ACL Constructive Semantics

Semantics for M-ACL is based on standard semantics for construc-
tive modal logic, defined as follows

Definition 3 An intuitionistic model M for M-ACL is a tuple
(S, <,{Rk}rep,h) where

e (S, <) is apreordered set.

e Ry is a binary relation on S.

o h is an assignment which, for each boolean variable q, assigns the
subset of worlds h(q) C S where q holds. Moreover, we require h
to be monotone w.r.t < i.e., x € h(q) and x < y theny € h(q).

An interpretation for the logic is a pair M, t where M is a model
and ¢ a state (or world) in M. The satisfaction relation “=" holds
between interpretations and formulae of the logic, and it is defined as
follows (we omit A and V):

= qifft € h(q)
1

-
E ¢ — o iff for all s,¢ < s and M,s = ¢ implies
':
=

I

)

P

, - iff for all s, t < s implies M, s [~ ¢

,t E K' = K iff forall 5, tRx s implies t R/ s

e M, t = Og iff for all s such that t Rk s we have M, s = 1

I

Mt
Mt
o M,t
M, s
Mt
Mt

Moreover, we force all models M of M-ACL to satisfy the seman-
tical conditions reported in Definition 4.

Definition 4 (Semantical Conditions) For any two principals K
and K', we impose on <, Ry and Ry the following conditions
to hold:

(a) Ve, y((zRxy — zRgy) — (Vs,z(z < s — (sRxz —
SRr2))))

(b) Va,y,z((x <y ANyRkz) — TRkz)

(¢) Vz,y(xRry — = < y)

(d) Vx,y(xRry — yRxy)

(e) Vz,y((xRxky — Vz(yRxz — yRg/z)) — Vs(xRkxs —
xRk s))

Conditions (a) and (b) ensure monotonicity for speaks-for and modal
formulas (see Lemma 1), conditions (¢), (d) and (e) are the semantic
conditions associated with axiom (Unit), (C) and (handoff) respec-
tively. In Section 4 we show that each condition is canonical for the
corresponding axiom, i.e., it is necessary and sufficient for the corre-
sponding axiom to hold.

We now show that condition (e) is implied by conditions (b), (c)
and (d), but we prefer to make it explicit. In fact, having canonical
conditions for each of the axioms permits to study them separately
from each other and naturally yields completeness for logics which
adopt any combination of them. For instance, Unit is a strong axiom
adopted in both [9, 8], but not every access control system imple-
ments it. With our methodology we can provide soundness and com-
pleteness for a weaker logic without Unit by removing the corre-
sponding axiom from Definition 2 and condition (c) from Definition
4.



Observation 1 The semantical condition corresponding to (hand-
off) is implied by conditions (b), (¢) and (d) in Definition 4.

Proof. Given a model M, suppose we are in a world x in which the
antecedent of (e) holds i.e., M,z = Ox (K’ = K) and suppose,
for the sake of contradiction, that the consequent does not hold. Then,
there is a world s such that Rk s and —(zR-s). By hypothesis
and with condition (d) we have that for every Rx accessible world
y from z, yRky and yRxy. But then, by conditions (b) and (c)
we have that for any world y, x Rxy implies x Ry, so it must be
xRy s, which is a contradiction. O

Lemma 1 (Monotonicity) For any wff ¢ and an interpretation
M, t, such that M satisfies semantical conditions of Definition 4
we have that, if M, t |E p and t < s then M, s |E ¢

Proof. By structural induction on ¢, we show the modal case:

(¢ = Ok), suppose M, t |= Ox 1), we want to show that for any
s,suchthatt < swehave M, s = Ok 9. By contradiction suppose
that there exists a state t’, such that s < ' and M.t [~ Ok .
Then it exists a world r K-accessible from ¢’ (i.e., t Rg ) such that
M,r [~ 1, but by condition (b) we have also that SRk so, by
hypothesis M, r = 1), which is a contradiction.

Theorem 2 (Soundness for M-ACL) Ift o then |= .

Proof. By structural induction on ¢. a

4 Completeness

Definition 5 (Consistency) I' is consistent iff ' t/ L. If T has an
infinite number of formulas, we say that I is consistent iff there are
no finite 'y C T" such that T'o - L.

Definition 6 (Saturation) Ler " be a set of well formed formulas,
we say that U is saturated iff

1. T is consistent,

2. For all principals K, K' either (K = K') € T or =(K =
K)erT

3. IfT'Fpthenp el

4. fT'FoeVythenl'Fporl' o

Lemma 2 (Saturated Extensions) Suppose I' t/ A, there is a satu-
rated extension T'™ such that T* t/ A.

Proof. This is proved by standard Lindenbaum construction. We ob-
tain [ as [ J{T* : k € N}, with [ = TU{—A}, T¥\I'is finite. We
now provide an inductive definition of I* ™. Let {81, ... Bn,...} be
an enumeration of formulas of M-ACL and define T*** to be

e T*if T® U B, is inconsistent
o T'* U B; otherwise

We now prove that I'* 1/ A. Suppose that I'* - A, then T'* is incon-
sistent since = A € T, hence =A € T'*. Now, at every stage ' is,
by construction, consistent and by compactness, if I'* is inconsistent
then some finite subset is inconsistent, which means that some I'y is
inconsistent, which is a contradiction. o

Lemma 3 Let I be a set of formulas and let A = {o: Oga € T'}.
IfAF B, thenT - Ogf

Proof. Suppose there is a derivation of 8 from A. Then, there
must be a finite set of formulas {a1,...,an} C A such that
{a1,...,an} F B. By Theorem I, - a1 A ... A an — (. By
(N) and (K), - Oga1 A ... A DOgay, — OgfB. As Ogay € T for
all i = 1, n, by modus ponens, I' - Ox 3. m|

Definition 7 (Canonical model construction) Let Ty
be any theory (set of formulas). Then we define
M* = (S, <,{Rk}kep,h),where

S is the set of all saturated I" D T'y.
Fl SFZlﬁCF1 QFQ

TRz iff {a | Oga € 1} C Ty
Feh(q)iffgel

Lemma 4 Forall ' € S and each wif formula ¢
F'Epeepel
Proof. By induction on the complexity of ¢, we look at some cases

e Case I.: For ¢ atomic the lemma holds by definition.

e Case 2.: Let ¢ = Ok, and suppose I' |= O 3. Hence, for all
I such that TRxT, T’ |= B By inductive hypothesis, 3 € T,
let A = {a : Oga € T'}. By construction, IV 2 A. Assume,
by absurdum, that dx (3 ¢ I'. By the saturation condition (2),
T' I/ OkpB. Then, by Lemma 3, A ¥ 5. By Lemma 2, there is a
saturated extension A* such that A* t/ /3. This contradicts the fact
that, for all T” such that TR T, 3 € T, i.e., that (by construction
of the canonical model) for all saturated sets I’ such that ' D A,
B € T". The converse is trivial.

e Case 3.: Let p = K = K, it then follows from Definition 6 that
K=K'erl

O

To show that the canonical model M* defined above is indeed a
model of M-ACL, we have to prove that it satisfies the conditions in
Definition 4.

Lemma 5 Let M™ be the canonical model as defined in Definition
7. M* satisfies conditions (a), (b), (c), (d) and (e) of Definition 4.

Proof. We have to prove that

(@) VI'1,T2(T1RxT2 — T1RgT2) —
(FgRKF4 — FgRK1F4))))

(b) VIL,I'.T" € S,if I < I and I" R T then TRk

(¢) VI,IV € S,if TRxI"” then T < T

d VI, IV € S,if TRkTI” then IV R I’

(e) VF1,F2((F1RKF2 — VF3(F2RKF3
VF4(F1RKF4 — FlRK/F4))

(VI3,T4(T1 < T3 —

— FQRK/F?,)) —

The proof of points (a) and (b) is trivial and follows from that for any
two worlds I'y, 'z, if I'y < T’z then 'y C I'a.

Let us prove point (c). We want to show that if TRx T then T' <
I'. Take a world A € S, for any formula ¢ € A we have that
Ok € A (by Unit and MP) which means that for every A’ such
that ARk A" ¢ € A’, which means that A < A,

Relating point (d) we have to show that if TRxT" then I RxT".
Take a world A € S, for any formula ¢ we have that Ox (O —
») € A (by O), so for any world A’ € S such that ARk A’ and
(Oxp — @) € A’, we have to show that A’ R A’. By definition
of Rx in the canonical model, this means that we must prove that if



Oxp € A’ then ¢, but this follows from Oxp — ¢ € A’, so we
are done.

Concerning point (¢) we have to show that, for any world I" € S
if I E Ox(K' = K) thenT' = K’ = K. This follows from the
fact that, by (handoff), (Ox (K’ = K) — K’ = K) € I" and that
I' is saturated. a

Theorem 3 (Strong completeness for M-ACL) IfT' = o then T -
P

Proof. Suppose I" I/ ¢, and let 'y be a saturated extension of T,
@ & To; construct a canonical model M™ as in Definition 7, then
M*, Ty = ¢. This yields completeness. ad

5 Decidability

In this section we prove decidability of M-ACL using a technique in-
troduced in [2] which generalizes a decidability result reported in [7].
Following [2] we first show that M-ACL semantics can be embedded
into a monadic two-variable guarded fragment (GF2,,,,) of classical
first-order logic, and then we show that M-ACL identifies a class C
of Kripke models defined by an acyclic set of monadic second-order
(MSO) definable closure conditions on relations < and { Rk }xep-

We start by defining GF2.,,. In the following F'V (¢) stands for
the set of free variables of ¢, and T stands for a sequence of variables.
We assume a first order language which contains predicate letters
of arbitrary arity, including equality, and no constants or functional
symbols.

Definition 8 The guarded fragment GF' of first-order logic is the
smallest set containing all first-order atoms, closed under boolean
connectives and the following rule: if p is an atom, ¢ € GF, and
T C FV(p) C FV(p), then IT(p A @) and VT(p — o) € GF (in
such a case p is called a guard).

Definition 9 The monadic two-variable guarded fragment GF2,,,
is a subset of GF containing formulas ¢ such that (i) ¢ has no more
than two variables (free or bound), and (ii) all non-unary predicate
letters of ¢ occur in guards.

Now we show that M-ACL semantics can be translated into
GF2 . .Inline with [2] we define, by mutual recursion, two transla-
tions, 7, and 7y, so that a first-order formula 7, (¢) (v € {z, y}) con-
tains a single free variable v, which intuitively stands for the world
at which ¢ is being evaluated in the Kripke model.

Definition 10 (M-ACL embedding into GF?2,,) We
72 ()® by structural induction on the complexity of ¢

define

e 7.:(p) = P(x)

o Tu(—p) = Vy(z <y — -1y (p))

o (P A) = Tu(p) ATu(2))

o (o Vih) =Tu(0) V Ta(9))

o Tu(p =) =Vy(z <y — ~1y(p) V 1y ()

o 7.(K = K') =Vy(z <y - Vaz(yRgz — yRkx))
o 7(Ory) =Vy(r <y = Ve(yRrr — 7=(p))

The translation of the modality and speaks for (i.e., 7-(Ox ) and
1:(K = K')) forces directly monotonicity of O and =. It is equiva-
lent (in the sense of Theorem 4) to the definition of M,z = K = K’
and M, x = Ok satisfying respectively conditions (a) and (b) of
Definition 4.

6

Ty is defined analogously, switching the roles of x and y.

Theorem 4 Let ¢ be a M-ACL formula and C be a class of models
of M-ACL. Let M € C. Then, M,w [= ¢ iff M = 7. (¢)[z/w]’.

Proof. By structural induction of (. O

Definition 11 Let W be a non-empty set. A unary function C' on the
powerset of W™ is a closure operator if, for all P,P' C W",

1. P C C(P) (C is increasing)
2. P C P implies C(P) C C(P’) (C is monotone)
3. C(P) = C(C(P)) (C is idempotent)

An m + l-ary function C on the powerset of W™ is a parametrised
closure operator if, given any choice of m relations P1, ..., Pm C
W™, it gives rise to a unary function CTv =™ (parametrised by
P1,...,Pm) that is a simple closure operator on the powerset of
W?’l

In order to characterize M-ACL models we need the following clo-
sure operators®: A reflexive and transitive closure operator TC(P);
A parametrized inclusion operator Incl i (P) = P'UP; A one step
reflexivity operator 1S R(P);

Definition 12 A condition on relation P is a closure condition if
it can be expressed in the form C(P) = P, where C' is a closure
operator.

The following are the closure conditions for relations < and
{Rk}kep of M-ACL: T'C(<) =< (reflexivity-and-transitivity clo-
sure condition); Incl*% (<) =<(Rg issubsetof <); ISR(Rx) =
R (one-step-reflexivity closure condition).

Definition 13 Let S be a set of relations and C a set of closure
conditions on relations in S. Let us say for P,P' € S, that P
depends on P’ if C contains a parametrised condition of the form
CP1 PP (PY = P. A set of closure conditions C is acyclic,
if its “depends on” relation is acyclic.

Theorem 5 (proof in [2]) Let M be a class of intuitionistic modal
models defined by an acyclic set of MSO closure conditions on its
relations (e.g. <, accessibility modal relations,...) so that at most
one closure condition is associated with each relation, and let ¢ be
an intuitionistic modal formula. Then, it is decidable whether o is
satisfiable in M.

Now, on the basis of 5 we show that all the conditions reported above
can be expressed in Monadic Second-Order Logic.

Definition 14 The closure operators of M-ACL can be represented
in Monadic Second-Order Logic as follows:

e Closure operator TC is definable by the MSO formula
TC<(z1,22) =VX(X(z21) AVz,y(X () A <y = X(y)) —
X(z2))

e Closure operator Incl®x (<) is definable by the MSO formula:
Incl%K (z1,22) = Rx(z1,22) V21 < 22

e The one-step reflexivity operator LSR(Ri): 1SR, (21, 22) =
Rk (z1,22) V 3x(Ri(x,21) A 21 = 22)

Theorem 6 (M-ACL Decidability) M-ACL is decidable

7 Where M is taken as a model of first order logic with relations < and
{RK } Kk ep respecting properties of M-ACL semantics, and @[z /w] is the
result of substituting w for the free variable x.

8 The formal specification of these operators is given in Definition 14.



Proof. M-ACL is an intuitionistic modal logic with indexed modal-
ities O, defined by the class of models where the following clo-
sure conditions on Rx (for each K € P) and < are specified:
TC (L) =<; Incl% (<) =<; 1SR(Rx) = Rx. This set of condi-
tions is acyclic and each condition is MSO definable. However there
are two constraints associated with <. To satisfy the conditions of
Theorem 5 we need to combine them into one MSO definable clo-
sure condition. Alechina et al. report in [2] that TC o I ncd® is a
closure operator with the property that for any relation P,

TC(Incd” (P)) =P < TC(P) = P and Incl” (P) =P

If we look at semantical conditions in Definition 4 we notice that
there are no closure conditions for constraints (a), (b) and (e).
We prove that the closure conditions on T'C/, Incl™* (<) and
1SR(Rkx) = Rk are sufficient to characterize M-ACL seman-
tics. We previously noticed that (a) and (b) are redundant with the
adopted equivalent definition of 7, (K = K') and 7.(0Ox ) (see
Definition 10) while, in Observation 1, we show that (e) is implied
by conditions (b),(c) and (d). O

6 FOL Theorem Proving for M-ACL

SPASS’ is an automated theorem prover for full first-order logic with
equality [16], in this section we show how to employ SPASS to rea-
son about M-ACL access control policies.

The use of SPASS theorem prover is based on the soundness and
completeness result of M-ACL and, in particular on the identification
of the canonical properties of its axioms which can be expressed as
first-order constraints on Kripke structures. Moreover, in Definition
10 we showed an embedding of M-ACL formulas into FOL by re-
lying on the definition of satisfiability. In order to use SPASS to do
sound and complete deductions in M-ACL, we developed a parser
called macl2spass which translates M-ACL formulas into first-
order formulas. The translation is similar to the one in Definition 10
and it is based on standard embedding of modal logic into FOL [15].

list_of_formulae(axioms)

[1(admin,deletefilel) -> deletefilel.

[1 (admin, ([](bob, deletefilel) -> deletefilel)).
[1(bob, deletefilel).

end_of_list

list_of_formulae(conjectures)

deletefilel.

end_of_list

Figure 1. example.macl

Example 2 We illustrate how to use macl2spass to reason about
access control policies with a (very simple) example'. Consider a
file-scenario with an administrating principal admin, a user Bob,
one file £ilel, and the following policy:

(1) If admin says that the £ilel should be deleted, then this must
be the case.
(2) admin trusts Bob to decide whether £ilel should be deleted.

(3) Bob wants to delete £ilel.

In Figure 6 we report the content of file example .macl which
represents Example 2 using M-ACL syntax ''. The file is di-
vided in two parts, the policies (represented as axioms) and the
conjectures which are the formulas that we want to prove from
the axioms.

Once we have the M-ACL specification of the policy we
can translate it into SPASS syntax with $ ./macl2spass
example.macl > exmaple.dfg. The above command trans-
lates the M-ACL example into a first-order problem in DFG syn-
tax'2. The example .dfg can be directly given as input to SPASS
theorem prover to check if the conjectures follow from the axioms.

7 Related Work

The formal study of properties of access control logics is a recent re-
search trend. As reported in [11], constructive logics are well suited
for reasoning about authorization, because constructive proofs pre-
serve the justification of statements during reasoning and, therefore,
information about accountability is not lost. Classical logics, instead,
allows proofs that discard evidence. For example, we can prove G us-
ing a classical logic by proving F* — G and -F — G, since from
these theorems we can conclude (F'V —F) — G, hence T — G.

Abadi in [1] presents a formal study about connections between
many possible axiomatizations of the says, as well as higher level
policy constructs such as delegation (speaks-for) and control. Abadi
provides a strong argument to use constructivism in logic for access
control, in fact he shows that from a well-known axiom like Unit in
a classical logic we can deduce K says ¢ — (¢ V K says ¢). The
axiom above is called Escalation and it represents a rather degener-
ate interpretation of says, i.e., if a principal says ¢ then, either ¢ is
permitted or the principal can says anything. On the contrary, if we
interpret the says within an intuitionistic logic we can avoid Escala-
tion.

Even if there exist several authorization logics that employ the
says modality, a limited amount of work has been done to study the
formal logical properties of says, speaks-for and other constructs. In
the following, we report the three different approaches adopted to
study access control logics themselves.

Garg and Abadi [9] translate existing access control logics into
S4 by relying on a slight simplification of Godel’s translation from
intuitionistic logic to S4, and extending it to formulas of the form
A says .

Garg [8] adopts an ad-hoc version of constructive S4 called DTLg
and embeds existing approaches into it. Constructive S4 has been
chosen because of its intuitionistic Kripke semantics which DTLg
extends by adding views [8], i.e., a mapping from worlds to sets of
principals.

Boella et al. [5] define a logical framework called FSL"3, based
on Gabbay’s Fibring semantics [6] by looking at says as a (fibred)
modal operator.

However, adopting a fixed semantics like S4 does not permit to
study the correspondence theory between axioms of access control
logics and Kripke structures. Suppose we look at says as a principal
indexed modality O, if we rely on S4 we would have as an axiom
Ox — ¢, which means: everything that K says is permitted. To
overcome this problem, both in [8, 9], Kripke semantics is sweetened

9 SPASS is available at http://spass.mpi-sb.mpg.de
10 More complex examples can be found in the source package of macl2spass
which is available at http://www.di.unito.it/~genovese/tools.html .

11 [] (bob, deletefilel) stands for Opypdeletefilel.
12 http://www.spass-prover.org/webspass/help/syntax/index. html
13 Fibred Security Language.



with the addition of views which relativize the reasoning to a subset
of worlds. Although this approach provides sound and complete se-
mantics, it breaks the useful bound between modality axioms and
relations of Kripke structures.

The third approach, instead, shows a precise connection between
axioms of access control logics and the underlying fibred semantics,
but suffers from being generally undecidable and from not having an
efficient methodology to reason about policies.

Name Problem LEO SPASS
unit s —> [1CA, s) 0.031 0.02
K [0cCA, s —=> ) -> [1(A, s) —>

[Jca, © 0.083 0.02
idem [0CA, [ICA, sd> —> [1CA, s 0.037 | 0.02
refl A => A 0.052 0.02
trans (A => B) -> (B => C) -> (A => C) 0.105 0.08
sp.-for (A => B) —> [1CA, s> —> [1(B, s) 0.062 0.07
handoff 1B, A => B) -> A => B 0.036 0.02
Ex.1 Example 1 3.494 0.18
Ex.2 Example 2 0.698 0.21

Figure 2. Comparison of SPASS performance against LEO-II

In [3], the higher-order theorem prover LEO-II [4] is used to rea-
son about access control logics presented in [9] by exploiting an
embedding from modal logic S4 into simple type theory. In our ap-
proach, the direct mapping of M-ACL semantics into FOL allows
us to use a pure FOL theorem prover like SPASS which is gener-
ally faster than LEO-IIL. In Fig. 2 we compare time performance of
LEO-II (taken from [3]) with SPASS'*. We notice that in Ex.1 and
Ex.2, which require more deductive steps than proving single ax-
ioms, SPASS is significantly faster then LEO-II.

8 Conclusions

In this paper we introduce Modal Access Control Logic, a construc-
tive propositional multimodal logic to reason about access control
policies.

We formalize a standard (i.e., without views) Kripke semantics
for Modal Access Control Logic. We provide canonical properties
for well known access control axioms like (Unit), (C), (handoff) and
(speaking-for). We give a semantical interpretation of the speaks-for
construct and we study how it relates with the says modality. We
provide soundness and completeness results for M-ACL by employ-
ing a standard constructive semantics. We show a new application of
the technique presented in [2] to prove decidability of M-ACL. We
present an embedding of M-ACL into FOL and use it to reason with
SPASS theorem prover.

M-ACL is the result of a new methodology in studying access con-
trol logics. In M-ACL we do not translate existing approaches into
another logic (like S4 in [9]), or enrich the semantics with ad-hoc
functions (like views in [8]). We show that by looking at the says op-
erator as an universal modality we can use Kripke semantics not only
to map axioms with structural properties on models, but also to use
state-of-the-art theorem provers to reason about access control. By
means of the translation into SPASS we show that semantics can be
directly employed to reason about access control policies and that a
semantics-based study of access control can benefit foundations and
applications.

As future work we plan to extend M-ACL with compound prin-
cipals by using semantics of conditional logics. Another line of re-

14 All the experiments with SPASS were conducted with SPASS version 3.0
on a computer with an Intel Pentium 2.53 GHz processor with 1.5GB mem-
ory running Linux.

search is to apply M-ACL to proof-carrying authorization, by devel-
oping a sequent calculus for M-ACL to exchange compact proofs
about access control in a distributed environment.
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