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Abstract

There are two main traditions in defining a semantics for
agent communication languages, based either on mental at-
titudes or on social commitments. In this paper we show
how the role metaphor can be used to bridge the gap be-
tween these two approaches. First, we show how dialogues
can be modelled as games - a form of normative systems
- and how mental attitudes can be attributed not only to
agents, but also, in a public manner, to the roles of the game.
The dialogue moves allow an agent playing a role to mod-
ify the roles’ mental states, as specified by the counts-as
conditionals (also known as constitutive norms) defining the
game. The player of a role is expected to act as if it has the
mental attitudes attributed to its role during the dialogue
and to prevent its role’s mental attitudes from becoming in-
coherent, as it does for its own private mental attitudes. Sec-
ondly, we show how roles as descriptions of expected be-
havior maintain the normative character of social seman-
tics. Due to the bridge between the two approaches, results
and tools from one approach can be used in the other one.

1. Introduction

The modelling of communication in agent theories was
originally inspired by Searle [15]’s theory of speech acts.
Cohen and Perrault [9] show that their systematic analysis
in terms of preconditions and postconditions of speech acts
can be modelled straightforwardly in terms of planning op-
erators. The preconditions of these operators refer to the be-
liefs of the speaker and of the addressee of the speech acts
and the postconditions to changes in their beliefs and goals.
This view led to the creation of agent communication lan-
guages (ACL) of which the semantics are given by precon-
ditions (feasibility conditions) and postconditions (rational
effects), formulated in terms of the mental attitudes of the
interactants, like FIPA-ACL [11].

In contrast, Singh [17] proposed a social semantics for
agent communication languages, based on the notion of

commitment. A commitment binds a speaker’s attitudes to
the community and, thus, it has a public character. Com-
mitment is interpreted as a kind of obligation which is un-
dertaken by the speaker through uttering a speech act; for
example, Walton and Krabbe [19] argue that: “to assert a
proposition may amount to becoming committed to subse-
quently defending the proposition, if one is challenged to
do so by another speaker.” Are these two approaches, pre-
sented as competing alternatives, really incompatible?

In this paper we ask the following research question: how
can we use the role metaphor to bridge the gap between the
mental attitudes approach and the social commitments ap-
proach to the semantics of agent communication languages?
Roles are useful because mental attitudes attributed to roles
of a dialogue game instead of attributed to agents capture
the public character of meaning which is offered by com-
mitment approaches.

The motivation of maintaining a mentalistic semantics,
albeit referred to roles and not to agents, is to reuse the ex-
tensive work on the semantics of ACL in terms of mental
attitudes [11]. It is sufficient to refocus the model from the
agents’ beliefs and goals to the roles’ beliefs and goals. This
shift is also coherent with the separation of concerns re-
quirement put forward by the conceptual modelling com-
munity. Separation of concerns means that the behavior of
an agent should be specified separately from the interaction
capabilities of an agent.

Reconciling the two semantics is not only a theoreti-
cal or philosophical problem, since there is still no con-
sensus about which one to choose. Moreover, to combine
two legacy systems, one with social semantics and one with
mental attitudes semantics, one has a problem. It is also dif-
ficult to predict what happens when two agents developed
separately interact, one based on mental attitudes semantics
and one with social commitments semantics.

The layout of the paper is as follows. In Section 2 we
discuss our approach to dialogue by modelling games as
normative systems with roles. In Section 3 we introduce a
formal model of normative systems for defining dialogue
games and an example. Conclusions end the paper.



2. Dialogue as a game and its roles

2.1. Thesis - Antithesis - Synthesis

The most natural interpretation of a speech act is as an
action that alters the mental attitudes of the agents involved.
By making an inform act, the speaker shows that it intends
the addressee to believe some information. This view has
become popular by the FIPA semantics of agent communi-
cation [11]. However, such mentalistic thesis appears to be
flawed, as argued by Singh [17], e.g., because:

1. Communication is intersubjective and public
(Singh [17], Walton and Krabbe [19], Brandom [7],
Kibble [12], Verdicchio and Colombetti [18]). In con-
trast, beliefs and goals of the speakers are not ac-
cessible by the addressee, since they have a private
character.

2. An independent observer cannot verify whether agents
conform to the ACL semantics [20].

3. The sincerity assumption that is necessary to reason
with mentalistic semantics does not apply to non-fully
cooperative dialogue contexts - e.g., negotiation and
persuasion - or, more generally, to open systems.

As a consequence, the mentalistic thesis of communica-
tion has been countered by an antithesis, the socially ori-
ented perspective: since private mental attitudes cannot be
the basis of communication, mental attitudes should be re-
placed by or embedded into commitments.

The antithesis, however, can be countered in turn. In par-
ticular, one could argue that the interpretation of a com-
mitment as an obligation to defend the communicated con-
tent is too strong in many circumstances. It makes sense for
competitive environments, like argumentation dialogue or
negotiation, but it does not in a cooperative one, like infor-
mation seeking or inquiry dialogues, where a commitment
can simply be interpreted as an expectation.

The method we adopt in this paper is to model dialogue
as a game in which agents play roles. Speech acts are moves
in the game executed by the players of the roles, and their
preconditions and effects refer to the mental states attributed
to the roles, not to the inaccessible private mental states of
the agents themselves. To propose a synthesis of the two ap-
proaches based on the notion of a role, we show that roles
can support the intuitive notion that speech acts refer to
mental attitudes, but also that roles preserve the public char-
acter of meaning, and support, when necessary, the commit-
ment of speakers to what they have said. A precondition of
this method is that mental attitudes can be attributed to roles
as well as to agents. As in [5], we describe roles as agents
with mental attitudes, albeit a different kind of agents.

A game is a rule governed social activity. A game is
built from constitutive rules, according to Searle [16]’s

view of construction of social reality. Rules create activ-
ities like playing chess, as well as social institutions like
money, property, and normative systems. Institutional facts
like these emerge from an independent ontology of “brute”
physical facts through constitutive rules of the form “such
and such anX “counts as”Y in contextC” where X is
any object satisfying certain conditions andY is a label that
qualifiesX as being something of an entirely new sort. An
example of a constitutive rule is “this bit of paper counts as
a five Euro bill”. By contrast, regulative rules, like obliga-
tions and permissions, regulate the newly created games.

Thus, a game is composed of both regulative and con-
stitutive rules: it is a normative system. This view also cap-
tures the intuition that in many games illegal moves are as-
sociated with sanctions to have obligations. To model games
as normative systems, we use and extend our model [5], in
which normative systems are considered as agents. The ba-
sic methodology of our work is to model complex entities
of social reality like groups, normative systems, organiza-
tions and roles as a kind of agent [4]. Social entities ex-
ist because they are collectively accepted by agents [15].
To define the behavior of social entities, the agents collec-
tively, and thus publicly, attribute mental attitudes to them.
The agent metaphor allows us to explain the properties and
features of social entities in terms of the properties and fea-
tures of agents. In [5] a normative system is considered as an
agent, where: the regulative norms, like obligations and per-
missions, are mapped onto the goals of the agent; the con-
stitutive norms are mapped onto the beliefs of the agent.
Moreover, a normative system is supposed to behave au-
tonomously to restore the regularities prescribed by norms
through a process of monitoring violations and sanctioning
them. The metaphor, however, stops here since social enti-
ties cannot directly act. Monitoring and sanctioning are car-
ried out by real agents playing roles in the system.

2.2. Constitutive rules and roles

Roles have been introduced in the multiagent systems
community as a way to coordinate the behavior of individ-
ual agents by means of a normative system or an organiza-
tion. Roles are associated with expertise, capabilities such
as planning rules, and with responsibilities to maintain or
achieve some state of affairs. Roles are often also associ-
ated with obligations and permissions that restrict the means
by which they can fulfill the responsibilities.

In sociology, roles are often defined as descriptions of
expected behavior. To describe behavior, agent theory uses
beliefs and goals: hence, in [4, 6] we consider roles as de-
scriptions of agents made in terms of beliefs and goals. In
the same way as social entities are constructed by the collec-
tive attribution of mental entities, roles exist only because
they are publicly attributed mental attitudes by the norma-



tive system they belong to. However, roles do not act in the
world, and therefore are agents of a special kind. This fact,
as first sight, seems in contrast with the possibility to use ex-
pressions like “the president has sold the enterprise” where
the president is a role in an organization. However, an ac-
tion like selling is not a physical action. It is the exercise of a
power by the agent playing the role of president. Roles are
associated with powers which are exercised by the agents
that play the roles. Powers allow players of roles to:

• change the normative system which the roles belong to
(e.g., by making it commit to a payment),

• change the features of roles themselves (e.g., the pres-
ident commits itself to new responsibilities), and

• change the features of other roles (e.g., the president
creates an obligation for an employee by ordering it).

A player of a role can exercise its powers only because
its physical actions “count as” institutional acts, for exam-
ple, as the creation of an obligation for another role. Con-
stitutive rules, thus, explain how an utterance by a player
“counts as” a move in the game and how the move impacts
on the beliefs and goals of the roles: the moves performed
by a role in a game are the powers of the player of the role.

To play a role an agent is expected to adopt the goals
that correspond to its responsibilities and to carry out them
according to the beliefs that correspond to its expertise. In
other words: the agent must actas if the beliefs and goals
of the role were its own beliefs and goals, and maintaining
them coherent, as it does for its own mental attitudes. The
pressure of coherence is basic principle of cognition, and,
as shown in next section, according to Pasquier and Chaib-
draa [14], a basic point in the explanation of dialogue.

Hence, roles possess both the features that we need to
model dialogue: they have mental attitudes and they repre-
sent expectations to which a player is bound. Finally, a role
does not force a player to actually have the mental attitudes
of its role: roles are flexible enough to represent dialogues
where sincerity is not assumed or necessary.

2.3. The rules of the dialogue

The FIPA-ACL semantics [11] of speech acts is com-
posed of feasibility conditions and rational effects. For the
inform speech act the feasibility conditions are that, first,
the speaker believes that the propositional content is true,
and, second, it does not already believe that the addressee
has any knowledge about the truth of the propositional con-
tent. The rational effect is that the addressee also comes to
believe the propositional content. Interpreting the first feasi-
bility condition as a precondition means that the move can-
not be played if the proposition is not believed. In our model
we interpret this condition not as a precondition but as a pre-
supposition: if the speaker plays aninformmove, this means

that it must believe the proposition. This presupposition is
modelled by a constitutive rule and must be accommodated,
if possible, otherwise a contradiction is created, e.g., when
the speaker asserts firstp and then¬p without retracting its
first move. The speaker makes its role’s beliefs incoherent.

The belief we are talking about is the belief publicly as-
cribed to the role played by the speaker, not a private belief
of the player. Thus, it is possible that the proposition is ac-
commodated in the beliefs of the role, while it cannot be ac-
commodated in the player’s beliefs: the agent is lying. This
explains how it is possible that role’s beliefs can become
contradictory, while the agent is not in an inconsistent state.

In contrast, we do not model the second precondition,
since, as noticed by Amgoudet al. [1], it belongs to the
reasoning level of the agents and, thus, it is not part of the
game: it concerns the strategies used by an agent in play-
ing a role. In the game an agent is free to inform the ad-
dressee about propositions it believes the addressee already
believes: this is a legitimate, even if dumb, move.

Concerning the rational effect that the addressee comes
to believe what communicated, we do not model it in terms
of the beliefs of the receiver agent. Rather, we model only
the public effect of aninformvia a constitutive rule express-
ing a power of the addressee role:inform affects the beliefs
publicly attributed to the role played by the receiver. More-
over, the addressee role is held to believe the proposition
only if the proposition is not challenged by the addressee.
This idea relies on Brandom’s view of dialogue: “when a
commitment is attributed to an interlocutor, entitlement to
it is attributed as well, by default” [7, p.177].

We adopt Pasquier and Chaib-draa [14]’s view that di-
alogue arises from the need of maintaining coherence of
mental states: “two agents communicate if an incoherence
forces them to do so. [...] Conversation might be seen [...] as
a generic procedure for attempting to reduce incoherence”.
An agent engaged in the dialogue goes on to avoid enter-
ing in contradiction. Thus, if a new belief may be in con-
flict with other ones, the agent is compelled to challenge
the inform to avoid a contradiction in its role. In contrast
with [14], we do not consider here the coherence of the pri-
vate mental states of the agents, but the coherence of the
mental attitudes of the roles. Referring only to the agents’
beliefs would not be realistic, since there is no way to ensure
that the addressee, as an autonomous agent, accepts to be-
lieve a proposition. This is one of the limitations of the tra-
ditional mentalistic approach. We overcome it using rules
referring to mental attitudes, but those of the roles compos-
ing the game, rather than to the agents’ private ones. As
long as an agent plays a game, it cannot refuse that what it
has said will be considered as a public display of its posi-
tion in the game, according to its role.



3. The formal model

For a formal definition of the agents in a multiagent
system we are inspired by the rule-based BOID architec-
ture [8]. Beliefs and goals are represented by conditional
rules gathered in different sets representing the mental and
motivational states of an agent.

We assume that the base language contains boolean vari-
ables and logical connectives. The variables are eitherdeci-
sion variablesof an agent, which represent the agent’s ac-
tions and whose truth value is directly determined by the
agent, or elseparameters- among whichinstitutional facts,
which describe the state of the world, whose truth value can
only be determined indirectly via belief rules. The agent’s
motivational state contains two sets of rules.Goal rulesGa

express the attitudes of agenta towards a given state, de-
pending on the context. BeliefsBa are expressed as rules,
too. Consequences of beliefs are produced via a closure op-
erator out.

Definition 1 (Multiagent system)
A multiagent system MAS is a tuple
〈RA, NS,RO, X, B, G, AD, MD,≥, I, PL〉 such that:

• Real agentsRA, games as normative systemsNS,
rolesRO, variablesX, beliefsB, goalsG, and insti-
tutional factsI ⊂ X are finite disjoint sets. We write
A = RA ∪NS ∪RO for the set of all agents.

• Lit(X) is the set of literals fromX ∪ {¬x | x ∈ X}.
Lan(X) is the set of logical formulas built out of
X with the usual connectives. The set of rules built
from X, written asR(X) = Lan(X) × Lan(X),
is the set of pairs〈χ, φ〉, written asχ → φ where
χ, φ ∈ Lan(X).

• An agent descriptionAD : A → 2X∪B∪G∪A is a com-
plete function that maps each agent to a set of deci-
sion variables, beliefs and goals, and agents. For each
agenta ∈ A, we writeXa for X ∩ AD(a), Ba for
B∩AD(a), Ga for G∩AD(a), andAa for A∩AD(a).

• The functionAD assigns decision variables only to
real agentsRA: normative systems and roles are not
autonomous and can act only through the intermedi-
ation of role players.AD does not necessarily assign
each variable inX to at least one agent inRA. We
write P = X \ ∪a∈RAXa for the set of parameters.

• The function AD associates also agents with
agents, because normative systems and roles ex-
ist only as they are described as agents by, respec-
tively, real agents and normative systems. Formally,
a socially constructed agentb ∈ NS ∪ RO ex-
ists only as some other agents attribute mental atti-
tudes to it:∀b ∈ NS ∪RO ∃a ∈ A : b ∈ AD(a).

• The mental descriptionMD : (B ∪ G) → R(X) is a
complete function from the sets of beliefs and goals to
the set of rules built fromX.

• A priority relation≥: A → 2G×2G is a function from
agents to a transitive and reflexive relation on the pow-
erset of goals containing at least the subset relation.

• The role playing functionPL : RO → RA associates
a role to its player.

A game modelled as a normative system includes both
regulative and constitutive rules. Regulative norms are
based on the notion of a conditional obligation with an as-
sociated sanction as we do in [5]. Obligations are defined in
terms of goals of both the bearer of the norm and the norma-
tive system. We do not discuss regulative norms here in de-
tail, because for the purpose of this paper we only need
constitutive norms. We formalize the “counts-as” condi-
tional of constitutive rules as a belief rule of the normative
agentsNS or of roles. For the logic of rules we use an in-
put/output logic, calledout3 [13], which provides us with
the consequences of a set of belief rules.

Definition 2 (Counts-as relation)
Let MAS= 〈RA, NS,RO, X,B, G, AD, MD,≥, I, PL〉
be a normative multiagent system, and letout(S) be the
smallest set of conditionals that contains the set of rulesS
and is closed under left and right replacement by logical
equivalents, and the following inference rules:

χ → φ

χ ∧ ψ → φ
SI

χ → φ, χ ∧ φ → ψ

χ → ψ
CT

φ → φ
Id

where χ, φ, ψ ∈ Lan(X). We write y ∈ out(S, x) iff
x → y ∈ out(S). A literal x ∈ Lit(X) counts as
y ∈ Lit(I) in contextC ∈ Lan(X) for agentc, written as
MAS |= counts-asc(x, y|C), iff C ∧ x → y ∈ out(Bc).

3.1. The rules of dialogue

In this section, we focus on persuasion dialogues. We
consider how aninform move can be played, and how such
a move can be challenged or accepted. We introduce the
constitutive rules which the semantics ofinform in terms of
mental attitudes.

Although technically the multiagent formalism is based
on atomic propositions, we use a notation convention for
speech acts that makes the speaker, addressee, content and
type of speech act explicit. Since at no place we use quan-
tifiers and variables that range over these placeholders, they
can all be regarded as constants.

We distinguish between the locutionary level of the ut-
terances, represented byutter, and the illocutionary acts
like inform, accept, retract andwhy-question. We distin-
guish two kinds of moves in the dialogue game: those di-



Turn Moves of rolea Consequences ofB for rolea Moves of roleb Consequences ofB for role b

1 inform(a, b, p) (1)
p (5) p if ¬challenge(b, a, p) (6)

2 inform(b, a, q ⊃ ¬p) (1)
inform(b, a, q) (1)
challenge(b, a, p) (3)

q, q ⊃ ¬p,¬p, p q, q ⊃ ¬p,¬p (5)
if ¬challenge(a, b, q) or
if ¬challenge(a, b, p ⊃ q) (6)

3 why-question(a, b, q) (2)
challenge(a, b, q) (4) p, q ⊃ ¬p

¬q, q ⊃ ¬p (8)
if ¬challenge(b, a,¬q)

4 retract(b, a, inform(b, a, q)) (2)
hence¬inform(b, a, q)
hence¬challenge(b, a, p) q ⊃ ¬p
accept(b, a,¬q ∧ p) (2) ¬q, p (7)

Figure 1. The consequences of applying rules in the example of Section 3.1.

rectly played by making an utterance and those which are
played by means of other moves.

Definition 3 (Speech acts)In the propositional variables
X \ P we distinguish two subsets of speech actsPSA ∪
CSA = SA, wherea, b ∈ RO, φ ∈ Lan(X \ SA),
α ∈ SA, and the integert is the time the move is uttered:

• PSA ⊆ I are the primitive speech acts:
inform(a, b, φ, t), accept(a, b, φ, t), retract(a, b, α, t),
why-question(a, b, φ, t) are directly played by means
of making an utterance (Rules 1 and 2 below).

• CSA ⊆ I are the complex speech acts generated by
means of other speech acts; e.g.,challenge(a, b, φ, t)
can be performed by means of sets ofinformmoves or
by awhy-question(Rules 3 and 4 below).

For eachΨ(a, b, φ, t) ∈ PSA there exists a correspond-
ing decision variable of a real agenta in RA which is the act
of making an utterance e.g.,utter(x, y, Ψ(a, b, φ, t), t) ∈
Xx, wherex, y ∈ RA, x = PL(a) andy = PL(b).

Since speech acts are institutional facts inI, and, hence,
parameters inP , they cannot be made true directly by
agents. They are made true, and, hence, moves are played,
indirectly, as specified by the constitutive rules of the game.
The constitutive rules, attributed to the roles’ beliefs, are
public, thus the consequences of those rules according to
theout operation are public too.

Definition 4 (Constitutive rules of the game) The fol-
lowing rule schemata are general beliefs of both the
roles a and b (where σ ∈ {a, b}), involved in a game,
i.e., the rule instances are included inAD ∩ Bσ. In
the following, x is an agent participating in the di-
alogue with role a, and y is an agent with roleb.
utter(x, y, Ψ(a, b, φ, t), t) is a decision variable referring
to an action of agentx, inform(a, b, φ, t) andΨ(a, b, φ, t)

(where Ψ ∈ {retract, why-question, accept}) are il-
locutionary acts performed by rolea played by agent
x, directed to a roleb played by agenty, φ is a for-
mula of Lan(X \ SA), and t, t′ are time instants, where
t < t′.

1. ( utter(x, y, inform(a, b, φ, t), t)∧
¬retract(a, b, inform(a, b, φ, t), t′) →

inform(a, b, φ, t) ) ∈ Bσ

2. ( utter(x, y, Ψ(a, b, φ, t), t) → Ψ(a, b, φ, t) ) ∈ Bσ

3. ( inform(a, b, χ, t) ∧ inform(a, b, χ ⊃ ¬φ, t) →
challenge(a, b, φ, t) ) ∈ Bσ

4. (why-question(a, b, φ, t)→challenge(a, b, φ, t))∈Bσ

Rule 1 explains how an agentx can perform aninform
illocutionary act as rolea by uttering a sentence. Note that
this rule does not have any effect if the agent retracts subse-
quently the move it played.

Rule 2 explains how an agentx can perform the remain-
ing illocutionary acts inPSA by means of its utterances.
This game does not allow the retraction of these moves.

Rules 3 and 4 model two ways of playing the complex
speech actchallenge: either by introducing a counterargu-
ment by means of twoinforms or by asking a justification
of the speaker. The meaning ofchallenge is below.

Given a move played by rolea, the following rules de-
scribe the specific effects on rolea and roleb. Symmetrical
rules exist when the two roles are inverted:

5. ( inform(a, b, φ, t) → φ ) ∈ Ba

6. ( inform(a, b, φ, t) ∧
¬challenge(b, a, φ, t′) → φ ) ∈ Bb

7. ( inform(a, b, φ, t) ∧ accept(b, a, φ, t′) → φ ) ∈ Bb

8. ( why-question(a, b, φ, t) ∧
¬challenge(b, a,¬φ, t′) → ¬φ ) ∈ Bb



Rule 5 expresses a precondition ofinform. Informing
that φ implies that the speakera believes the presupposi-
tion thatφ. Note that the belief thatφ holds only as long as
the inform is not retracted (Rule 1).

Rule 6 models Brandom’s intuition that an unchallenged
inform by default entitles the speaker rolea to believe that
the addresseeb believes (in its role in the game) the con-
veyed proposition, unlessb does not explicitly challenge the
information conveyed. Rule 7, instead, models explicit ac-
ceptance byb of the propositionφ whicha informed about.

Rule 8 models the effect onb of being challenged by a
why-questionmove ofa. Such an inference will be made
unlessb challenges the challenge. We do not claim that this
is the general case, since all these rules work for a specific
kind of dialogue game. A more general rule would be that
if the speaker is unable or unwilling to provide justifica-
tions after awhy-question, then it is committed not to use
the challenged proposition to support its arguments.

Consider the following example:

1. a: The president will win the election. inform(a, b, p, 1)

2. b: But there is fraud, inform(b, a, q, 2)
so the president will not win. inform(b, a, q ⊃ ¬p, 2)

3. a: Fraud? But why! why-question(a, b, q, 3)

4. b: Fair enough, no fraud. retract(b, a,inform(b, a, q, 2), 4)
So you’re right. accept(b, a,¬q ∧ p, 4)

The consequences of the constitutive rules driving the
game, due to theout operation, are shown in Figure 1,
which illustrates the example above. Notice that the num-
ber of the applied rule is shown on the right while the time
instants are omitted. For clarity, in the second and fourth
columns the moves are shown separately, even if they are
consequences of beliefs of both roles; in the third and fifth
column the consequences on the beliefs of rolea and roleb
are shown, respectively. For simplicity we do not report the
utterances of the agents. Representing the agent’s own men-
tal states is not important, since the dialogue is determined
by roles’ mental states only.

In Turn 1, rolea informsb thatp. The rules of rolea now
state thatp is a presupposed belief ofa. The rules of roleb
state that the beliefp can be attributed tob unlessb chal-
lengesa’s inform.

In Turn 2, the agent playing roleb challengesa’s infor-
mation by means of an argument of the formq ∧ (q ⊃ ¬p).

In Turn 3,a is facing the risk of entering in an incoher-
ent state: if it does not do anything, it will get into a contra-
diction, sinceb’s argument supports¬p, which is in contrast
with its current beliefs (p). It has some alternatives: retract-
ing its first inform or challengingb’s argument. Soa de-
cides to challengeb’s challenge by asking for justification
(why-question).

Finally, in Turn 4 roleb retracts theinform aboutq, thus
giving up its challenge top, and, subsequently, it acceptsp.

Note that whileinform introduces beliefs, similar def-
initions can be given for other speech acts, likepropose,
promiseor request, which introduce or remove goals and
obligations via suitable constitutive rules. Like forinform,
these speech acts can create entitlement by default or by ex-
plicit acceptance, depending on the rules of the game. In
case of goals and obligations, the role can become incoher-
ent because the agent commits to conflicting goals or it be-
haves in a way that leaves unsatisfied the goals of the role it
is playing, which represent its expected behavior.

3.2. Commitments and their public character

We introduce the rules of a dialogue game to show that
they can safely refer to beliefs since the beliefs they refer
to are not private and inaccessible. Rather they are the be-
liefs attributed to the role the agents are playing in the dia-
logue game. These beliefs are publicly attributed following
the constitutive rules which define the role in the game.

There is still an open question: how do we capture the ap-
pealing idea of the commitment of a speaker to defend what
it said, an idea which has been put forward by [17, 19]?

We do not introduce an explicit commitment referring to
actions like defending, but we use only the beliefs and goals
of the role. The commitment emerges from the necessity of
maintaining the coherence of the role’s beliefs.

After an inform move the speaker should be committed
to defend its assertion from challenges. In our model this
commitment does not derive as an effect of theinform. As-
sume that rolea does not reply to a challenge by roleb to its
inform. This means that, by default, it accepts the content of
the challenge. But since a challenge negates the content of
the previousinform of a, accepting the content of the chal-
lenge amount fora to entering in an inconsistent belief state.
Thusa is compelled to defend its position. The same mech-
anism is used to explain why an agent is compelled to re-
tract some previous information it is committed to if it is not
able to challenge it. Retracting a precedinginform is just an-
other way of preventing the contradiction.

Since commitment is not directly part of the model, we
can defend the model against the objection that social com-
mitment semantics are too strong in cooperative situations.
In non-cooperative contexts we can strengthen the expec-
tations concerning the roles by adding sanctions to define
obligations which apply to non-legal moves.

In this way we get a parametric framework: it does not
only allows us to model different types of dialogue by us-
ing specific constitutive rules, and different initial goals and
beliefs, but also to model different types of commitments
ranging from mere expectations in cooperative dialogue, to
formal obligations enforced by a kind of normative system
i.e., the community of players of the game.



4. Conclusion and future research

In this paper we propose a synthesis between the ap-
proaches to the semantics of agent communication based
on mental attitudes and those based on social commitments.
As a bridge between the mentalistic approach and the social
commitments approach, we use the role metaphor. We show
how mental attitudes can be attributed to roles – which are
public – instead of to agents. First, the behavior of an agent
in the role it is playing is formalized by “counts-as” con-
ditionals, also known as constitutive norms. The player of a
role is expected to act as if it has the mental attitudes that are
attributed to it during the dialogue. Secondly, we show how
roles as descriptions of expected behavior maintain the nor-
mative characterization given by social semantics.

The motivation of maintaining a mentalistic semantics,
albeit referred to roles, is to be able to reuse the extensive
work on the semantics of ACL in terms of mental attitudes,
e.g., the FIPA standards [11]. It is sufficient to refocus the
model from the agents’ beliefs and goals to the roles’ be-
liefs and goals. By using roles we solve the three issues of
criticism that were raised against the mentalistic approach.

While Bentahar et al. [3]’s model integrate mental atti-
tudes and social commitments, we claim that social com-
mitments, even if necessary, can be directly explained by
mental attitudes, if attributed to roles.

A different tradition in agent communication is dialogue
games [10], which describe patterns and the order in which
moves must be made. However, dialogue rules modelled as
hard constraints can not deal with conflicts between applica-
ble rules, and prevents contrary-to-duty reasoning. We need
a way to represent expectations towards moves, that can dis-
tinguish between violations and inconsistencies, as we can
do modelling games as normative multiagent systems.

Here, we present a simple formal framework to illustrate
our point. We focus on theinform move in persuasion dia-
logues since they are more troublesome for mentalistic ap-
proaches. Extensions to other speech acts, like requests or
proposals, and other types of dialogue can be dealt with,
e.g., by using the more complex model of self-modifying
normative systems proposed in [5]. Other issues which are
not addressed here are the problem of logical omniscience,
mutual beliefs, sequences of speech acts, or undercutters.
Moreover, issues of like non-monotonicity for the retrac-
tion of speech acts are dealt very simply in this paper.

Finally, future work concerns studying how our approach
can be used as the basis for modelling dialog among agents
independently developed with different semantics. In par-
ticular, it is interesting to understand if by using a frame-
work like Reo [2] it is possible to model the dialog proto-
col as an exogenous coordination mechanism, so to be able
to enforce the rules of the game regardless of the behav-
ior of the coordinated agents.
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