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Abstract. This paper discusses the formal specification of properties that de-
termine the behavior of component based BDI agents, i.e. classical BDI agents
in which the mental attitudes are conditional and represented by interconnected
components. Some properties, such as realism and commitment strategies, have
already been discussed in the BDI literature and can be formally specified by
for example Rao and Georgeff's B formalism. Other properties are spe-
cific to component based cognitive agents and cannot be specified by existing
BDI 1. formalisms. We focus here on the so-called functional dependencies be-
tween mental attitudes where a mental attitude is considered to be a function of
one or more other mental attitudes. To formally specify the properties of func-
tional dependencies we extend Rao and Georgeff’sggDFformalism. In par-
ticular, for functional dependencies we introduce ‘only belief’, ‘only desire’ and
‘only intend’ operators in the tradition of Levesque’s ‘all | know’ operator, and
for components we distinguish between ‘belief in’ and ‘belief out’, ‘desire in’
and ‘desire out’, and ‘intention in’ and ‘intention out’ operators. We show how
our extended formalism can be used to specify functionality properties such as
conservativity, monotonicity, and self-boundedness, as well as properties related
to the connections between and control of the components.

1 Introduction

A cognitive agent is a computational entity that has a mental state consisting of mental
attitudes such as beliefs, desires, and intentions. Such an agent senses the environment
and reacts to it based on several factors such as a rational balance between its mental
attitudes [6, 13], how these mental attitudes are initiated and processed [3, 4, 16], and
how information and control flow in such a computational entity [8, 17, 18].

In agent oriented software methodology there is no consensus on the tools and con-
cepts to specify and verify the behavior of cognitive agents [6, 8, 13, 15]. The BDI ap-
proach [6, 13] provides a specification and verification framework for cognitive agents.
The central theme in specifying the behavior of cognitive agents is the rational bal-
ance between mental attitudes. For example, for an agent to have realistic behavior,
its desires should not conflict with its beliefs. The BRI formalism [6, 7,13, 15] is
a system that can be used to formally specify and reason about the behavior of cogni-
tive agents. BDdy, is a multi-modal logic that includes temporal operators of so-called



computational tree logic (CTL) combined with three epistemic modal operators for the
agent’s beliefs, desires, and intentions. The behavior of a cognitive agent is then spec-
ified by characterizing these modalities and their relations. For example, the axiom
D(¢) — —B(—¢) expresses what Rao and Georgeff call weak realism. This axiom
states that if an agent desires to bring about a proposition, then it does not believe the
negation of it.

A drawback of the existing specification and verification tools for cognitive agents,
such as BDdr. formalism, is that the specification of agent behavior is at an abstract
level and merely in terms of a rational balance between mental attitudes. These ap-
proaches abstract from properties that may influence the correct behavior of cognitive
agents such as how mental attitudes are initiated and processed, and how data and con-
trol flow when agents deliberate. We are motivated by drawbacks of therBRirmal-
ism to specify properties for the component-based cognitive agents [3, 8] where agents
mental attitudes are conditional and represented as components. Note that motivational
attitudes such as desires are usually represented by conditionals (or rules), which has
been studied in particular in deontic logic [1, 12].

One type of properties that are abstracted from in the BDI approach is based on
the functional dependency between mental attitudes. We say that there is a functional
dependency between two mental attitudes if one of them completely determines the
other. For example, the dependency between the agent’s bdbipng its intentions
(I) is functional if the intentions are determined by the beliefs, i.e. if there is a function
f such that regardless of the states of the other components wd kav& B). Note
that this particular function may be required to be non-monotonic since intentions do
not persists under growing beliefs. For instance, an agent who believes the weather is
hot and intends to go to the beach if the weather is hot may intend to go to the beach,
but if the agent also believes that he must work and that he cannot go to the beach if
he works, then the agent may not intend to go to the beach anymore. In general, the
functional dependence between agent’'s mental attitudes can be specified by functional
properties such as conservativity, monotonicity, and self-boundedness [18].

Another type of properties that is abstracted from in the BDI approach is based on
the design details of the agent, i.e. how data and control flow in an agent. To illustrate
this type of properties, consider the interpreter of the proposed PRS architecture for
BDI agents [9]. The PRS interpreter assumes that at any particular time certain goals
are active in the system and certain beliefs are held in the system database. Given these
beliefs and goals, a subset of plans may be relevant. The exact way in which goals
are activated, beliefs are generated, and plans are selected influences the agent’s correct
behavior. Therefore, it is important to specify properties concerning the flow of data and
control in such agents. We are interested in particular in component-based BDI agents,
such as Broersen et al.'s BOID system [4], in which each component, when activated,
determines its representing mental attitude for a given context.

The aim of this paper is to extend the B3| formalism to specify functional de-
pendencies between agent’s mental attitudes as well as properties related to components
such as the flow of data and control among components. We extend tiag BBimal-
ism with:



— additional modal operators that enable the specification of functional dependencies,
based on all-I-know like operators [11].

— additional modal operators that enable the distinction between input and output of
components.

This paper is organized as follows. In section 2, we discuss some examples of com-
ponent based cognitive agents, their possible traces, and various types of properties of
these traces. The examples motivate functional dependencies between mental attitudes
and the use of components to represent them. They illustrate also the lack of expres-
siveness of B4t which forms our motivation to extend it. In section 3, we introduce
an extension of Rao and Georgeff's Bfpl formalism that can express various types
of trace properties including some properties of functional dependencies among mental
attitudes. This formalism can be used as the specification and verification language for
component based cognitive agents. In section 4, we recapitulate suggested trace prop-
erties of component based cognitive agents and formalize these properties in terms of
the extended BQJr. formalism.

2 Motivating Examples

In component based cognitive agents [2, 3] each mental attitude, which is represented
by a component, can be considered as a process having functional behavior, i.e. it gen-
erates some output based on the input that it receives from other mental attitudes. Some
properties of the functional behavior can be described by functionality descriptions in-
troduced in [18]. Typical properties are whether the input of a component is included
in its output, or whether it supports reasoning by cases. Components are related to each
other in the sense that their inputs are the outputs of other components. The properties
of these relations may involve the possibilities for information exchange between com-
ponents. For example, in some cases it may make sense for the belief inputs to include
the desire outputs while it may make no sense for the desire inputs to include the belief
outputs. A typical example is when an agent desires to go to the dentist and believes that
going to the dentist implies pain. In this case, the belief inputs can include the desire
outputs to generate the consequence of going to the dentist (i.e. having pain), but the
desire inputs should not include the belief outputs since the agent does not desire the
belief consequences, i.e. the agent does not desire to have pain. Another more complex
property of the relation between components is the realism property according to which
desires are overridden by beliefs [5, 16]. This property characterize an ordering relation
between possible inputs of the belief component. Realism is defined as the property that
allows the belief inputs to include all belief outputs before including a desire output.

The functional behavior of mental attitudes gives rise to a variety of functional
properties that influence the behavior of agents. For example, in certain applications one
may want to specify the belief component as having monotonic behavior with respect
to the desire component, i.e. if the belief component outpis.ot_work for the input
visit_family at any time point, then it should also outputnot_work for the input
visit_family A eat or in general for the inputisit_family A x for any propositional
formula x and at any time point. Note that we can also require the monotonicity of
mental attitudes through time in the sense that if a component ogtptiténet, then it



will output p at all time momentg’ > ¢. This monotonicity property is not a functional
property of components since the time moment is not the input of components.

2.1 Functional Dependencies between Mental Attitudes

The behavior of a BDI agent is specified in terms of properties of its possible traces,
i.e. sequences of states. We distinguish between concrete and abstract trace properties.
Concrete properties specify relations between particular propositions (if | believe that

it is hot then | desire a beer’) whereas abstract properties specify relations between
mental attitudes for all possible propositions (‘for any bediednd desirap, ¢ A 1 is
consistent’). Concrete properties are formalized as assumptions or premises, whereas
abstract properties are formalized as axioms or theorems. The formal difference is that
we may apply uniform substitution to theorems but not to premises.

Definition 1. A state of a cognitive agent consists of the states of its mental attitudes.
A trace or run of a cognitive agent is a sequence of agent states through time. Trace
properties can be either concrete or abstract. A concrete property is a property that is
used as a premise, and an abstract property is a property which is used as a theorem.

Example 1 illustrates two concrete properties. In the following examples we ignore
the nesting of mental attitudes (e.g. agent believes that he desires that etc.) such that the
states are characterized by propositional formulae.

Example 1.Let SB and S? indicate the belief and desire states. The following trace
starts at time. The agent believes at ¢, it believes—p att¢ + 3, it desires—r A s at
t+1, etc.

time| i t+1 t42 t+3 t+4

S p p p p P

SP l—rA=s =rAs rAs —rAs —rA-s

A concrete property can be stated as: for all traces if at some state the agent believes
—p and desires, then the agent desires at the next state. Another concrete property
can be stated as: for all traces if at some state the agent desiesxl believep, then

the agent desiresat the next state. Obviously, the first concrete property holds for this
trace example while the second does not hold.

The following example illustrates an abstract property, which is the realism property
defined by Cohen and Levesque [6].

Example 2.Consider the following trace.

time| t t+1 t+2 t+3
SE 1 »p -p r r
SP lpAg-pAT pAT —pAT

If we represent states by logically closed sets, then the realism property can be stated
as: for all traces and at every state the des$8sare a superset of the belie§% .



Note that this kind of realism, in which the desir88 are a superset of the be-
liefs SZ, may be counterintuitive in many applications. Rao and Georgeff therefore
introduce several other kinds of realism, such as their weak realism mentioned in the
introduction, see [14] for a discussion. In this paper we no further discuss realism, but
we are primarily interested in functional dependencies.

The following example illustrates a functional dependency between beliefs and de-
sires.

Example 3.Consider the following trace of an agent that belieyést desiresp.
time[t t+1 t+2 t+3

SP s »p p rAs
SB lu g q U

This trace can be described by a functisfi(t) = f(SP(t)), because for identical
desires the agent has identical beliefs. Note that the agent’s beliefs are determined by
its desires, which seems to suggest that the agent is not capable of making observations.

The most interesting functional dependencies are the ones where a mental attitude
depends on several other mental attitudes. The following example illustrates such a
case.

Example 4.Consider the following trace, in which the beliefs are either a function of
the desires or a function of the intentions.

time|t t+1t+2¢+3
SP s p p s
St lps p p
SE g ¢ q v

The beliefs are not a function of both the desires and the intentions, because there is no
function f such thatS®(t) = f(SP(t), S!(t)). The counterexample is that at moment

t the desire iss, the intention isp and the belief is;, whereas at momerit+ 3 for
identical desires and intentions the beliefis

However, there may be another way in which the trace of the latter example is based
on a functional dependency between beliefs, desires, intentions. This is the case when
the belief at the momertdepends on the intention, at the moment 1 on the desire,

at the moment + 2 on either the desire or the intention, and at the moment on

the desire. That is, we have two functiofisand g such thatSZ(¢) = f(SP(t)) or

SB(t) = g(S1(t)). This is what we consider in the following subsection, using the
notion of component.

2.2 Components Based Cognitive Agents

Like the states of BDI agents, a state of a component based cognitive agent with con-
ditional mental attitudes consists of the state of its mental attitudes. However, unlike
the states of BDI agents, a state of component based agent consists of input and output
states of each mental attitude.



Definition 2. A state of a component-based cognitive agent consists of the input and
output states of its mental attitudes. Traces and their (concrete and abstract) properties
are as defined before. We wrisé¢’ and S¢S, for the input and output states of the mental

attitude that is represented by componéhtrespectively.

The output of a component is assumed to represent the mental attitude that cor-
respond with that component, e §’ , represents the belief stat#’. The input of a
component is the output of another component. It is considered as the context of the
component’s output and thus as the context of the mental attitude represented by the
component’s output. For the previous examples, this consideration implies that we re-
placeS® by SB,, SP by S, and S’ by SI,,. The output of a component can be the
input of another component. For example, in Example 3 the input of the belief compo-
nent was the output of the desire component. Note that this trace seems to suggest that
the belief component outpugsvhenever it receiveg as input. This is illustrated by the
following trace.

timelt t+1t+2¢+3
Shls p p rAs
SBls p p rAs
Sout|u q q u

The input of a component can originate from various components. For example,
in Example 4 the input of the belief component can be the output of the desire or the
intention component. The crucial property of the following trace is 8fatis either
SD o or SI . and thatSZ, functionally depends o2 . Note that in this trace the

out out! out mn*

belief component outputgwhenever it receives as input.

time|t t+1t+2¢+3

SODUt S p p S
Slelp t p p
SEpop p s
SBila a a v

In this example, the belief output state depends on two other output states: the desire
and intention output states. In such cases, one may abstract over the output-states on
which a component’ depends and consider only the input-state of the compatient
In example 4, one may use the input-state of the belief compdtfgnnstead ofS2),
or SL.. Thisimplies that agent traces reflect choices that have been made by the agent’s
control mechanism, i.e. which component provides the input of a component at a certain
moment.

Finally, the functional dependencies between mental attitudes may have certain
properties. A functional property, such as monotonicity, is a property of the input-states
S¢ and the output-stateSC,, of componentC. For example, belief is a function of

desire (i.e. desire is the input of the belief) when the consequence of desires are consid-
ered. One may then want to specify that this function is monotonic.

Example 5.The following trace satisfies monotonicity of beliefs as a function of de-
sires. If for any time momentwe havep = SZ () andy = SZ,(t), then we have

out



for anyt that if SZ (#') implies ¢ thenSZ , (') implies. If the input grows, then the
output grows too.

time [tt+1t+2 t43
Sh=50ulp —~a pAaG-gnT
sb. s u s SAu

The examples discussed in this section illustrated the functional nature of mental
attitudes and their properties. Moreover, we illustrated that a mental attitude may de-
pend on more than one mental attitude and that agent control mechanism determines
the dependence of mental attitudes at each state. In the following section we consider
the formalization of these examples.

3 The Specification Language for Component Based Agents

In this section we briefly repeat Rao and Georgeff's formalism [14] and we extend it
with additional modalities to capture the mutual dependence of the agent’'s mental atti-
tudes. The introduction of these modalities makes it possible to specify the functional
dependencies between agents mental attitudes.

3.1 BDlcr Formalism

We use an equivalent reformulation of BRi presented by Schild [15]. In contrast to
Schild, we only consider the single agent case. The CTL operators are used to quantify
over possible traces and states, while the BDI operators are used to quantify over mental
states. Intuitively, the CTL operatot stands for all possible traceg, for at least one
possible traceX for the next state, and for until.

Definition 3. [15, Def.4,6] The admissible formulae of Bf3| are categorized into two
classes, state formulae and path formulae.

S1 Each primitive proposition is a state formula.

S2 If o and g are state formulae, then so aten g and—a.

S3 If «is a path formula, ther®a and A« are state formulae.

S4 If «is a state formula, the®(«), D(«), I(«) are state formulae as well.
P If o and 3 are state formulae, theX o« anda U 3 are path formulae.

The semantics of BRI involves two dimensions: an epistemic and a temporal dimen-
sion. The truth of a formula depends on both the epistemic woréthd the temporal
states. A pair (w, s) is called a situation in which BRI formulae are evaluated. The
relation between situations is traditionally called an accessibility relation (for beliefs)
or a successor relation (for time).

Definition 4. [15, Def.2,7] A Kripke structurd/ = (W, R1,...,R,, L) is comprised
of three components. The first component is an arbitrary non-empiy s&intaining
all worlds relevant tal/ . The second component is a family of relati@sC W x W.
The remaining third component is an assignment funcfio his function assigns a



particular set of worlds to each primitive propositioh(p) contains all those worlds in
whichp holds.

A Kripke structureM = (S,R,B,D,Z, L) forms a situation structure if each of
the following three conditions is met.

1. Sis a set of situations.
2. w = w’ whenevefw, s)R{w’, s').
3. s = s’ whenevefw, s)B{w', s’y and similarly forD andZ.

Schild [15, Section 3] does not present the semantic relation of CTL, but only the
one of its extension CTL* (as well as the one of fhxealculus). This extension is not
considered in this paper. A speciality of both CTL and CTL* is that some formulae are
not interpreted relative to a particular situation. These are the path formulae. What is
relevant here are full paths. The referencéfas omitted whenever it is understood.

Definition 5. A full path in M = (S,R,B,D,Z,L) is an infinite sequencg =
00,01, 92, . .. such that for every > 0, §; is an element of ando;Rd; 1. We say that
a full path starts ab iff 69 = §. We use the following conventionf= dg, d1, do, - ..
is a full path inM, thenx® (i > 0) denotes);.

LetM = (S, R,B,D,Z, L) be a situation structure) a situation, andy a full path.
The semantic relatiok= for BDIcr is then defined as follows:

S14§ =piff o € L(p).
S20F anpiffé =aandd = 5.
d = -« iff 6 = « does not hold.
S3 § = E«iff there is at least one full patly in M starting atd s.t.x E a.
d = A« iff for every full pathy in M starting atd, x = a.
S4 § = B(«) iff for everyd’ € S such thatBY', ¢’ = «a.
d = D(a) iff for everyd’ € S such thatyDd’, ¢’ |= .
§ | I(«) iff for everyd’ € S such thatZd', §' |= a.
P x E Xaiff x! Ea.
x EaUgiffthereisai > 0s.t.x’ E fandforallj(0 <j <i),x’ E a.

We write $a (or Fa) for TU« (read asfor at least one state in the futujeand
O« (or Ga) for =$—a (read asfor all states in the futurg.

3.2 Specifying Functional Dependencies

In order to specify the functional relation between two mental attitudes of a component
based agent, we should guarantee the following property: if in two situations one mental
attitude is the same (the domain), then the other mental attitude should be the same too
(the scope). For example, such axioms should be able to express that agent’s belief is a
function of agent’s desire (see example 3), i.e.

{¢ [ M,6}=BW)} = f({¢ | M, |= D(¢)})

It seems that the property that agent’s belief depends functionally on its desire can be
formally specified by the following axiom.

EQ(D(¢) AB(Y) ) — AD( D(¢) — B(¢) )



or alternatively

AB(D(¢) — =B(y) ) v AD(D(¢) — B(¢))

However, this formula is too strong. For example, substitute a tautology, thien
assuming the usually accepted seriality axibifirue), the above formula would entail
the following highly problematic property, which says that beliefs cannot change.

EGB(y) — ADB()

There are several solutions to this problem. Here we follow a proposal of Rao and
Georgeff which uses ‘only belief’ operators [10]. We also extend &Diith distinct
epistemic modal operators for input and output. In particular, we split each epistemic
modal operatotX of the BDIct. formalism into two modal operators(;,, and X,,,;.

Note thatX;,, can be considered as the context of the mental attitude that is represented
by the epistemic modal operatdf and, thus, X, (¢) can be interpreted as is the
context of X. For uniformity, we useX,,; as the alternative notation for the modal
operatorX.

Definition 6. The admissible formulae of extended BRlare generated by the rules
of BDlc1L, where S4 is replaced by the following rule:

S41f « is a state formula, theB;, («), Din(a), Lin(a), BY,(a), D3 (), I2, (a),

Byt (@), Doyt (@), Lot (), BS,(a), D2, (), and I2,,(«) are state formulae as
well.

In order to define the semantics of these additional modal operators we extend the
BDlIcr. situation structure to include an additional specific accessibility relation for
each mental attitude in each state. These accessibility relations are denBigdBy,,
andZ;,. These accessibility relations capture the input states of each mental attitude.
Note that this accessibility relation formalizes parts of the agent’s control that deter-
mine the input of a certain component at a certain time. Moreover, we use accessibility
relationsB,.:, Dous, @aNdZ,,, instead of the accessibility relatiols D andZ from
BDIcTL. Extended structures thus contain accessibility relations for input and output of
each component.

Definition 7. A Kripke structureM = (S, R, Bin, Din, Zin, Bout, Douts Zout, L) forms
an extended situation structure if each of the following three conditions is met.

1. Sis a set of situations.
2. w = w’ whenevefw, s)R{w’, s').
3. s = s’ wheneveKw, s)B;, (w', s') and similarly forD;;,, Zin, Bouts Dowt @NdZ ;.

The semantic relation of extended B3l contains clauses for the twelve epistemic
modal operators that we have defined.

Definition 8. The semantic relatiop= of extended BDQjyr is defined like the semantic
relation for BDlct., whereS4 is replaced by the following clauses:



S4§ = B, («) iff for everyd’ € S such thatiB;,,¢", ¢ = .
0 = Dy () iff for everyd’ € S such thatvD;,, 0", ¢ | .
d = In(«) iff for everyd’ € S such thatZ;,,0’,0" = a.
d = B?, () iff for everyd’ € S,08;,0" iff ¢ = a.
d = D¢, («) iff for everyd’ € S,0D;,0" iff ¢ |= .
d = I, («) iff for everyd’ € S,0Z;,¢" iff 6’ = a.
0 = Bout(«) iff for everyd’ € S such thatvB,,:0', ¢’ | a.
0 = Doyt () iff for everyd’ € S such thatD,,;0", " E a.
0 | L () iff for everyd’ € S such thatZ,,.0', ¢ | a.

d = B, () iff for everyd’ € S, 08,9 iff ¢ |= .
§ E DS, («) iff for everyd’ € S,0D,,:0" iff &' |= a.

§ E I, () iff for everyd’ € S, 0Z,,.0" iff &' = a.

Rao and Georgeff [10] use the ‘only’ operators to define the following intention
persistence axioms. We may again rdaab,,; andB asB,,;.

(IAXEe NAXB°Ae) — AXIFEe

(I°’AXFEe NAXBAe) — AXIFe

We use these new epistemic modal operators to formalize the functional dependence
between mental attitudes in terms of corresponding input and output modal operators.

Definition 9. The functional dependence of agent’s belief on other mental attitudes is
represented by the following axiom:

EQ( Bf,(9) A Bout (1) ) — ATO( B}, (¢) — Bout(¥) )
This holds for other mental attitudes as well.

In BDIcr+ we can also express the following weaker variant of functional dependence
called trace functional dependence. It says that within traces similar inputs lead to sim-
ilar outputs. The formula is not well formed in the limited language of &P

Definition 10. The trace functional dependence of agent’s belief on other mental atti-
tudes is represented in BB~ by the following axiom:

A(Q( B7,(9) A Bout (v) ) — O( Bf,(¢) — Bout(¥) )

Note that Rao and Georgeff’s notion of ‘only belief’ which we used in definition 8

is very strong, because it also contains nested beliefs. For some applications, it may
be more accurate to restrict the set of beliefs considered in the ‘only’ operator to the
propositional fragment. In this paper we do not consider this option. Moreover, in this
paper we do not consider complexity issues (see for example the work of Rao and
Georgeff for this issue). In the remainder of this paper, we consider which kind of
properties can be formalized in the extended 8Rllogic.



4 Properties of Component Based Cognitive Agents

Properties of the traces of component based cognitive agents are related to a rational bal-
ance between mental attitudes, their functional dependence, and other properties that are
specific to this type of agents. Some existing properties concerning a rational balance
between mental attitudes can be formulated as expressions of the extendgd 8DI

malism in a straightforward way in terms of the output states. For example, the Cohen
and Levesque’s realism in Example 2 can be expressd8,by¢) — Doui(¢). Also
properties introduced by Rao and Georgeff [13] can be specified by @&ing D¢,

and/,,; instead ofB, D, andI. For example, single minded commitment strategy can

be specified as follows:

Iout(A<>¢) i A( Iout(Ao(b) U (Bout(¢) \ ﬁBout(:E<>¢)))

In this section, we discuss functional ad control properties taken from [18] and we
discuss how they can be formally specified in the extended-BObrmalism.

4.1 Functional Properties

The functional dependencies between mental attitudes may be required to have certain
properties. The first property we discuss here is conservativity which is the property of
a mental attitude whose input is included in its output.

Definition 11 (Conservative).The belief of an agent is conservative iff the following
formula is a theorem.

Bin (¢) - Bout (¢)

The same holds for other desire and intention.
The following example illustrates conservativity.

Example 6.Let fz be a function that maps belief input to belief output, iS¢, =
f5(SE). The following trace illustrates that the output of the agent’s beliefs function-
ally depends on its input and that this functigix] is conservative. At every moment,
the output implies the input.

time| t t4+1 t+2
SﬁL P r rAp
SB IpAg-sATTrApAg

out

The second property of functional dependence is the monotonicity property. Ac-
cording to this property a mental attitude persists under the grow of its context (input).
The monotonicity property is defined on the basis of the modal ‘only belief’ operator.
However, in contrast to the definition of functional dependence, the ‘only’ operator is
used only once. Note that monotonicity implies functional dependence, beBguse
implies B;,, (but not vice versal).



Definition 12 (Monotonic). The belief of an agent is monotonic iff the following for-
mula is a theorem.

E<>(B;)n¢ A Boutw) - AD(B’LTL(b - Boutw)'
The monotonicity of other mental attitudes can be specified in a similar way.
Monotonicity is illustrated by the following example.

Example 7.The following trace satisfies monotonicity of belief: the input at moment
t + 2 implies the input at momerit and therefore the output at moment 2 implies
the output at. Similarly for¢ + 3 and¢ + 1.

timelt t+1t+2 t+3
SElp —p pAr-pAs

SBila ~¢ a —q

Another property of functional dependence is called self-boundedness. The self-
bounded property of mental attitudes can be specified as follows. This property is a
reformulation of transitivity.

Definition 13 (Self-bounded).The belief of an agent is self-bounded iff the following
formula is a theorem.

(E<>(B¢O (b A Boutw) A EO(B;)”’L/) A Bout9>) - AD(BZO ¢ - Boute)

n n

It is weakly self-bounded iff the following formula is a theorem.

(EQ(Bin¢ A Bouth) N EQ(B], (¢ A ) A Bouif)) — AD(Bj, ¢ — Boutl)

n n
The self-boundedness of other mental attitudes can be specified in a similar way.
The following example illustrates self-boundedness.

Example 8.The following trace illustrates the self-bounded property of the belief com-
ponent:q is in the output ofp (momentt) andr is in the output of; (momentt + 1),
and thereforeg is also in the output of (momentt + 2).

timelt t+1¢+2

SElp ¢ p
S(],Butqr r

Finally, the last functional property we discuss is called well-informedness. This
property is related to reasoning by cases.

Definition 14 (Reasoning by cases)The belief of an agent supports reasoning by
cases iff the following formula is a theorem.

(EQ(B,¢ A Bout0) N EG(B], Y A Bout)) — AD(B;, (¢ V ) — Bouif)

Reasoning by cases for other mental attitudes can be specified in a similar way.



The following example illustrates reasoning by cases.

Example 9.The following trace illustrates the reasoning by cases property of the belief
componentr is in the output op (momentt) andg (momentt + 1), and therefore also
in the output ofp V ¢ (momentt andt + 2).

time| t t4+1t+2
So e a
SB.lgnr v qATr

4.2 Control Properties

The flow of information is determined by the agent’s control mechanism. For example,
the output of the belief component may become the input of the desire component in
the sense that the desire formulae are activated based on the active beliefs. This type of
control can be specified in terms of the input and output modal operators. It is assumed
that one mental attitude is the input of a second mental attitude at the next state.

Definition 15. The following are properties of the agent’s control mechanism.

Desires Contextualizes Beliefs: The output of desires is the input of beliefs at the next
state, which implies that belief consequences of desires can be generated, i.e.

Doutp — X Bin@.

Beliefs Contextualizes Beliefs: The output of beliefs is its own input at the next state,
which implies that all consequences of the active beliefs are generated (closure), i.e.

Bouﬂb - XBmd)-

These control properties can be adapted by stating that the output of a component
should be in the input of a component at some moment in the future. Moreover, the
the control properties can be extended with conflict checks, analogous to the checks in
persistence of intentions (see e.g. [10]).

4.3 A Classification of Component Based Agent Properties

The properties of component-based cognitive agents can be specified along several di-
mensions. Three important dimensions are time, input/output dependency, and compo-
nent dimensions.

The time dimension determines the time aspect involved in the properties. Properties
can be distinguished along this dimension into three types: No-time, Adjacent-time-
points, future directed types. For example, functional properties of a single component
is a property that does not involved time, some static properties do involve adjacent time
points, and commitment strategy properties involve future directed time.

The component dimension determines the aspect of properties that are related to the
number of components involved in a property. Some properties are properties of one



single component while others involve more than one component. For example, func-
tionality properties involve one component while some of control properties involve
two components.

The input/output dependency dimension determines those aspects of properties that
are related to the input/output dependency of components. Four types of properties that
can be distinguished along this dimension are distinguished: input-output, output-input,
input-input, and output-output dependencies. For example, the functionality properties
have the input-output type while standard BDICTL properties such as static and dy-
namic properties have the output-output types.

Let C;, andC,,,; be the input and output of the componéhntThe following table
shows some examples of properties specified along the proposed three dimensions.

Time Componentnput/Output Property Type
No C Cin, Cout Functional property
Adjacent ct,c? | ¢, Cc? Control property

out?
Future-directed C*',C? | C},,,C?,, |Commitment Strategies

out’

5 Conclusion

The aim of this paper is to develop a specification language for component based cog-
nitive agents. The mental attitudes of such cognitive agents are conditional, i.e. each
mental attitude is represented by a component that receives an input and generates an
output. The conditional nature of these mental attitudes implies functional dependen-
cies between them. In fact, one mental attitude becomes the context of another mental
attitude such that each mental attitude can be considered as a function of its context.

Several types of properties for component based cognitive agents are discussed, in-
cluding functional properties of the mental attitudes. To specify the behavior of such
agents the BQYr. formalism is extended with additional epistemic modal operators
to capture the input and output-states of each component. Based on these additional
modalities functional dependencies between mental attitudes are specified. The ex-
tended BD¢r. formalism can thus be used to specify and verify the behavior of com-
ponent based cognitive agents.

A question for further research is the specification of compositional BOID agents
[4] in the proposed formalism or an extension of it. It seems that the language has to
be extended with at least obligations and goals (for the latter, see [7]). One particular
problematic issue here is that in the BOID architecture several conflicting goals sets or
extensions can exist in a state at the same time. How this can be formalized efficiently
in an extension of BQYr_ is still an open problem.
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