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ABSTRACT. The connections between nonmonotonic reasoning and belief revision
are well-known. A central problem in the area of nonmonotonic reasoning is the
problem of default entailment, i.e., when should an item of default information rep-
resenting “if 0 is true then, normally, ¢ is true” be said to follow from a given set
of items of such information. Many answers to this question have been proposed but,
surprisingly, virtually none have attempted any explicit connection to belief revision.
The aim of this paper is to give an example of how such a connection can be made
by showing how the lexicographic closure of a set of defaults may be conceptualised
as a process of iterated revision by sets of sentences. Specifically we use the revision
method of Nayak.

KEYWORDS: Belief revision, default reasoning, iterated revision, revision by sets,
epistemic entrenchment, rational consequence.

Introduction and preliminaries

The methodological connections between the areas of nonmonotonic reasoning,
i.e., the process by which an agent may, possibly, withdraw previously derived
conclusions upon enlarging her set of hypotheses ([Mak 94]), and belief revi-
sion, i.e., the process by which an agent changes her beliefs upon discovering
some new information ([AGM 85, Gér 88]), are well-known (see, for example,
[GM 94, GR 95, MG 90, Rot 96]). As a consequence, it is possible to translate
particular problems in one area into problems in the other. One particular
problem in nonmonotonic reasoning is the question of default entailment, i.e.,
when should we regard one item of so-called “default knowledge” (hereafter just
“default”), i.e., an expression of the form 6 = ¢ standing for “if § then nor-
mally (or usually, or typically) ¢”, as “following from” a given set of defaults.
Several answers to this question have been proposed in the literature (such as
in [BCDLP 93, BSS 95, Bre 89, GMP 93, Leh 95, LM 92, Pea 90, Wey 96], to
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name but a few) but none of them (with the exception of [Wey 96], but see also
Section 5 of this paper) seem to attempt any explicit connection with belief
revision. The aim of this paper is to make a start on such a connection by
showing how one particular method of default entailment, namely the lexico-
graphic closure construction ([BCDLP 93, Leh 95]) can be given a formulation
in terms of a certain method of belief revision which was first given by Nayak
[Nay 94] and studied further by Nayak, Nelson and Polansky [NNP 96]. In the
process, we shall uncover one or two interesting avenues for further research on
both sides.

The plan of this paper is as follows. In Section 1 we formally pose the basic
question of default entailment outlined above and describe the lexicographic
closure. The set of defaults defined by the lexicographic closure, considered
as a binary relation, forms a rational consequence relation (in the sense of
[KLM 90]). This means that it may be described by a sequence of sets of
worlds of the underlying logical language, equivalently a total pre-order on the
set of worlds. Section 2 introduces the theory of belief revision and the impor-
tant notion of epistemic entrenchment relation (E-relation for short) which it
utilises. Also in this section we describe in detail the correspondence between
E-relations and rational consequence relations and show that, in effect, they
are two different ways of describing the same thing. In particular, epistemic
entrenchment relations may also be represented as sequences of world-sets. We
use this method of representation to describe Nayak’s operation of revision in
Section 3. Nayak proposes to model revision of an epistemic state (represented
as an E-relation) by an arbitrary set of sentences by first converting this set
into an E-relation and then revising by this relation. In Section 4 we present
one particular method, the idea behind which crops up several places in the
literature, for generating an E-relation from a set of sentences and show our
main result: that, given this method, the E-relation corresponding to the lexi-
cographic closure can be obtained by revising the maximally ignorant epistemic
state (i.e., the E-relation in which the only sentences believed are the tautolo-
gies) firstly by the set of (the material counterparts of) those defaults which
are the least specific (according to an accepted relation of is more specific than
among defaults), then those defaults which are the next-least specific and so
on up to the set of the most specific defaults. In Section 5 we take a brief
look at another method of default entailment, due to Brewka, which is related
to the lexicographic closure and which has already been shown to have very
close connections with a different type of belief revision operator due to Nebel.
Finally, in Section 6 we give our ideas for possible further study before offering
some short concluding remarks.

Before we get started, let us fix our notation. Throughout this paper, L
is an arbitrary but fixed propositional language built up from a finite set of
propositional variables using the usual connectives =, A, V, —, «» and constants
T, L. Semantics is provided by the (finite) set W of propositional worlds. For
w e W and 0 € L we write w |= 6 whenever w satisfies 6, and set Sp = {w €
W |w = 0}. Given EU{¢} C L we write I |= ¢ whenever (),.5 Sp C Sy and



let Cn(E) denote the set {¢ | E = ¢}. We say E is inconsistent if E = L,
otherwise F is consistent. As usual we write 6 |= ¢ rather than {0} = ¢,
write |= 6 rather than () = 0, and say “# is inconsistent” rather than “{6}
is inconsistent”. For any w € W and E C L we set sentgp(w) = {0 € E |
w = 0}, ie., sentg(w) is the set of sentences in F which w satisfies, while,
for finite E C L, A\ E, respectively \/ E, denotes the conjunction, respectively
disjunction, in some order, of all the sentences in E. Since for our purposes
the precise order used here will always be irrelevant, we leave it unspecified.
In some of our proofs we will often be seen to treat worlds in W as if they
are sentences, for example writing —w or \/U for Y C W. Whenever a world
w appears in the scope of a connective like this it is to be understood that
we are using w to represent any sentence « € L such that S, = {w}. (Again
the precise choice here will be irrelevant.) Such a sentence can be found by
conjoining, in some order, all the propositional variables in L which w satisfies
with all the negations of the variables which w does not satisfy. Note that this
gives us U = Svu for any U C W. Finally, for an arbitrary set X we use | X]|

to denote the cardinality of X.

1 The lexicographic closure of a set of defaults

Suppose we have somehow learnt that an intelligent, rational agent believes
some finite set of defaults A = {0, = ¢; | 0;,¢; € L,i = 1,...,1}. In this
case what other assertions of this form should we conclude our agent believes?
Or, put another way, what is the binary relation ~® on L where § 2 ¢
holds iff we can conclude, on the basis of A, that if # is true then, normally,
¢ will also be true? In order to be able to answer this question we need some
criteria by which we can judge possible answers. These criteria fall into two
different categories. Firstly we need global criteria which are concerned with the
mapping A —p? (e.g., a minimal requirement would seem to be § = ¢ € A
implies # ? ¢). Secondly we need local criteria which are simply concerned
with the internal closure properties of 2 (e.g., ® should be reflerive, i.e.,
0 %A 6 for all §). In this paper, one answer which we are particularly interested
in is the lexicographic closure construction which was proposed independently
by both Benferhat et al [BCDLP 93] and Lehmann [Leh 95]. We describe this
construction now.

Throughout this paper we assume that A is an arbitrary but fixed, finite
set of defaults. For this paper we also make the simplifying assumption that
A is “consistent”, in the sense that its set of material counterparts A~ C L
is consistent, where, for an arbitrary set of defaults X, we set X7 = {\A — x|
A = x € X}. Using a procedure given in [Pea 90] (or, equivalently, in [Leh 95])
we may partition A into A = (Ay,...,A,), where the A; correspond, in a
precise sense, to “levels of specificity” — given a default § € A, the larger the ¢
for which § € A;, the more specific are the situations to which § is applicable.



Following [Pea 90], we call this partition the Z-partition of A.! Like many
methods of default entailment (see [BCDLP 93] for several examples, one of
which we reproduce in Section 5), the lexicographic closure can be based on
a method of choosing maximal consistent subsets of A™. More precisely the
lexicographic closure is a member of a family of consequence relations Pvé,
where < is an ordering on 22, and, for all §, ¢ € L, we have

02 ¢ iff forall ' C A~ such that I'U {#} is consistent and T" is
<-maximal amongst such subsets, we have I' U {0} |= ¢,

To specify the lexicographic closure, we instantiate the order < above, with the
help of the Z-partition, as follows: Given subsets A, B C A7 let A; = ANA”
and B; = BN A;” for each i = 0,...,n. We define an ordering <, on 28~
by:
A <jer B iff  there exists i such that |A;| < |B;| and,
for all j > 1, |A;] = |B,l|.

(The reason for the name “lexicographic closure” should now be clear.) The
lexicographic closure P"ﬁz is then just defined to be élez.

How successful is kvﬁx in achieving the goals of default reasoning? We refer
the reader to [Leh 95] for the details concerning its global properties. The local
properties of "‘ﬁx are summed up by the following proposition, which can be
found jointly in [BCDLP 93] and [Leh 95].

Proposition 1 The binary relation |~%, is a rational consequence relation,
i.e., it satisfies the following properties of a binary relation |~ on L: For all

0,0, €L,
0 I~ 0 (Reflexivity)

as (Z’) tz ndl (Left Logical Equivalence)

0o, 0=y .
v (Right Weakening)

O ¢, 0y
Ire Y gng)
O oni
I More precisely, the Z-partition (Ao, ..., Ay,) can be defined inductively by setting
Ag={0=¢pec A| AT [~ -0}

and, for ¢ > 1,
Av={o=sc@a-|Japr@a-Jay ~-o.
J<i 7<i
This process stops as soon as we reach some i for which A; = 0. At this point, letting

Ao denote A — Uj<z. Aj, we set the Z-partition to be (Ag,...,Aj—1) if Asw = 0, or
(Ao, ..., Ai_1,Ax) if Ay # 0. For more details we refer the reader to [Pea 90] and [Leh 95].
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Furthermore, Pvéx s consistency preserving, i.e., it satisfies

0h L
E L

(Or)
(Cautious Monotonicity)

(Rational Monotonicity)

(Consistency Preservation)

Hence %, satisfies thesis 1.1 of [LM 92] which requires the relation 2 gen-
erated by A to be a rational consequence relation. Now we already know (see,
for example [Fre 93, LM 92]) that rational consequence relations may be rep-
resented by finite sequences U= (Uo, - . . ,Ux) of mutually disjoint subsets of W
in the following sense: Given such a sequence u , if we define a binary relation
p;; on L by setting

Oy o iff either U;NSp=0foralli=0,1,....k
or  U; NSy C Sy for the least i such that U; NSy # 0

then pv; forms a rational consequence relation, while moreover every rational

consequence relation arises in this way from some sequence U.2 The intuition
behind the sequences U is that they represent a “ranking” of the worlds in W
according to their plausibility — the lower the i for which w € U;, the more
plausible, or less exceptional, in relation to the other worlds, it is considered
to be. If w & U; for all i then we may take w to be considered “impossible”.
The definition of |~;; can then be translated as saying that, given 6, we should
conclude that ¢ is normally true iff either # is considered impossible or all
the most plausible worlds which satisfy € also satisfy ¢. It should be kept in
mind that, although here we are using simple non-negative integers to index
the elements in U , there is in general nothing to stop us from using members
of any linearly ordered set.

One thing to note about the definition of |~;; given above is that we are

allowing () to appear, possibly more than once, in U3 This freedom comes
in useful when proving some of our results. It also has the effect that the
mapping U +|;; detailed above is not injective — given a rational consequence

relation |~ there will be many (in fact infinitely many) sequences U such that

2Such sequences are clearly equivalent to the ranked models used to characterise rational
consequence relations in [LM 92].

3This approach carries us very close to the “semi-quantitative” approaches of [Spo 88,
Wey 96, Wil 94], which use an explicit ranking function as a starting point rather than de-
riving one from a sequence of world-sets. Our approach, though, remains squarely qualitative
in character.



r=f~;.* Another thing to note about |~ is that, as is easily verified, |7 will
be consistency preserving iff Uf:o U; = W, ie., iff all worlds are considered
possible, while it will be trivial, i.e., will satisfy 6 p; ¢ for all 6 and ¢, iff
Uf:o U; =0, i.e., iff no worlds are considered possible. We make the following
definitions:

Definition 1 Let U = (Uo, - .., Ux) be a finite sequence of mutually disjoint
subsets of W. We shall say that U is full iff U?:o U; =W and that U is empty

iff Uf:o U; =0. We let Y denote the set of all such U which are either full or
empty.

Hence Proposition 1 tells us that there must exist a full sequence U € Y such
that 6 |3, ¢ iff 6 |7 ¢. What form does U take here? The answer is given
in [BCDLP 93] and [Leh 95] (and is, in fact, used to define |~ in the latter).
In this paper we show that we can arrive at this answer via a different route.

2 Belief revision and epistemic entrenchment

Belief revision has been an active area of research, both in philosophy and com-
puter science, since the early 1980’s. It is concerned with the following problem:
How should an agent revise her beliefs upon receiving some new information
which may, possibly, contradict some of her current beliefs? The most popular
basic framework within which this question is studied is the one laid down by
Alchourfon, Gérdenfors and Makinson (AGM) in [AGM 85]. In that framework
an agent’s epistemic state is represented as a deductively closed set of sentences
K called a belief set, and the new information, or epistemic input, is represented
as a single sentence §. AGM propose a number of postulates which a reasonable
operation of revision K * 6 should satisfy. In particular, the revised belief set
should contain the epistemic input, i.e., § € K % 6, and should be consistent,
ie., L & K%6.? In order to meet these requirements, in the general case when
the input is inconsistent with the prior belief set, the agent is forced to give up
some of her prior beliefs. One way of determining precisely which sentences the
agent should give up in this situation is to assign to the agent an E-relation =<
on L (see, for example, [Gar 88, GM 94, Nay 94, Rot 92a, Rot 96]).

The intuitive meaning behind E-relations =< is that ¢ < v should hold iff
the agent finds it at least as easy to give up ¢ as she does v, i.e., her belief
in 7 is at least as entrenched as her belief in ¢. In cases of conflict the agent
should then give up those sentences which are less entrenched. In what follows
we use < to denote the strict part of <, i.e., 8 < ¢ iff § < ¢ and not(¢ =< 6).
We follow [Nay 94] in formally defining E-relations as follows:

4Since clearly we can insert as many copies of () into the sequence (Uo, - .., Uy,) as we wish
without changing the relation }Nl}[

5Unless the epistemic input itself is inconsistent. See [Gér 88] for the full list of postulates
with detailed discussion.



Definition 2 An epistemic entrenchment relation (E-relation) (on L) is a re-
lation XC L x L which satisfies the following conditions for all 0, ¢, € L,

(E1) If0 <X ¢ and ¢ < 1) then 6 X4 (transitivity)
(E2) If0= ¢ then § < ¢ (dominance)
(E3) 0 =<0ANpordp=<0AN¢ (conjunctiveness)
(E4) Given a ¢ € L such that L <, if 0 < ¢ for

all @ € L, then |= ¢ (mazimality)

Conditions (E1)—(E3) together imply that, for all 8,¢ € L, we have 6§ < ¢ or
¢ =0 (so 6 < ¢ iff not(¢ < 0)). Regarding (E4), it is easy to see that (E1)
and (E2) imply that if, for all ¢, we have v < L then 6 < ¢ holds for all 0
and ¢, thus in this case < collapses into what we call the absurd E-relation.
Hence (E4) says that the only sentences which are maximally entrenched are the
tautologies, unless we are in the special case where < is absurd, in which case
all sentences — tautologies and contradictions alike — are equally as entrenched
as each other. The following derived property of E-relations will be used in the
proof of Theorem 1.

Lemma 1 Let < be an E-relation and let 0, ¢ € L be such that 8 =< ¢. Then,
for all x € L, we have x 26 iff x R 0N ¢.

Proof: Firstly x < 6 A ¢ implies x = 6, without the aid of § < ¢, by (E1) and
(E2). For the converse direction we do need 6 < ¢. Suppose x =< 6. Then, by
(E3), either 8 < 6 A ¢ or ¢ < 6 A ¢. If the former holds then x < 6 A ¢ by
(E1), while in the latter case we get § < 6 A ¢ by (E1) with 6 < ¢ and so again
X =0 A ¢ by (E1). [ |

Note that the above definition of E-relation differs from the standard defi-
nition of E-relations, such as is found in [Gér 88], in two ways. Firstly, in the
standard definition, the prefix “Given a 1 € L such that L < ” is missing
from (E4). Secondly the standard definition is actually given relative to an un-
derlying belief set K since it includes, in addition to (E1)—(E4), the following
extra condition.

If K is consistent then 0 ¢ K iff § < ¢ for all ¢ € L (minimality)

However, as is noted in [Nay 94|, E-relations contain enough information by
themselves for this underlying belief set to be extracted from it. Hence we
can dispense with (minimality) and instead just define the belief set Bel(=)
associated with the E-relation < as follows:

[ {]L =<6} if L <6, for some 6,
Bel(=) = { L otherwise.

Hence if < is not absurd, Bel(=) contains precisely those sentences which are
strictly more entrenched than |, while the belief set associated with the absurd
E-relation is defined to be the entire set of sentences L. The belief set associated
with an E-relation was called its epistemic content in [Nay 94].



2.1 E-relations and rational consequence

We now bring in the connection between E-relations, as they have been defined
here, and rational consequence relations. The following result is virtually the
same as one given in [GM 94]. For this reason we omit the proof.

Proposition 2 Let |~ be a rational consequence relation which is either con-
sistency preserving or trivial. If we define, from |, a binary relation <. on L
by setting, for all 6,¢ € L,

6= 6 iff 0N 610 or =6 I~ L, (1)

then <. forms an E-relation. Conversely if, given an E-relation = we define
a binary relation ~< on L by setting, for all 0,¢ € L,

Ofh<oiff "0 <-0VeorT=<-0

then o< forms a rational consequence relation which is either consistency pre-
serving or trivial. Furthermore the identity =< _ holds.

So there is a bijection between rational consequence relations which are either
consistency preserving or trivial, and E-relations. Essentially they are differ-
ent ways of describing the same thing, and so, for example, an operation for
changing one automatically gives us an operation for changing the other. This
observation is at the heart of the present paper. Given U € Y we shall denote
by =<,; the E-relation defined from |v;; via (1) above. Since we have already
seen that rational consequence relations which are either consistency preserving
or trivial are characterised by the sequences in Y, Proposition 2 immediately
leads us to the following result.

Proposition 3 Let < be a binary relation on L. Then =< is an E-relation iff
=== for someU € Y.

Note again that <;==; does not imply U = V. Also note that =gz will be
absurd iff 7/ is empty. For the case when U is full, we will ﬁgd it useful to have
the following description of =<, given directly in terms of . This description
can be found by using the definition of f; via (1).

0 =5 ¢ iff either =¢
or  U;NS-g # 0 for the least i such that U; N S—gy—¢ # 0.

Hence, in terms of plausibility of worlds, 6 <,; ¢ iff either ¢ is a tautology or,
amongst the most plausible worlds (according to Z]) which satisfy either —0
or —¢, there is at least one world which satisfies —0. Equivalently the most
plausible worlds which satisfy —6 are at least as plausible as the most plausible
worlds which satisfy —¢. We have the following proposition.

Proposition 4 Let U € Y and § € L. Then 0 € Bel(Zy) iff Ty 0.



Proof: First suppose U is empty. Then <; is the absurd E-relation and v
is the trivial rational consequence relation. Hence, in this case, we have that,
for all 6, both 0 € Bel(=;;) and T |~;; 0 and so the result is true. So suppose

instead that Z{ is full. Then =7 is not absurd. In this case we have 6 € Bel(jﬁ)
ifft L < 0 iff not(0 <;; L). Using the formulation of <; in terms of Zj, this
gives us 0 € Bel(=;) iff U; N S—g = () for the least i such that U/; # (). This is
easily seen to be equivalent to T |;; 6 and so the result is proved. ]

Proposition 4 tells us that a sentence is believed in the belief set associated
with the E-relation =<7 iff it is true in all the most plausible worlds according

to Zj .
3 Revision of E-relations

In [Nay 94] Nayak deviates from the basic AGM framework in two ways.
Firstly, in order to help us deal with iterated revision (see [Bou 96, DP 97,
Wil 94]), he argues that we need not only a description of the new belief set
which results from a revision, but also a new E-relation which can then guide
any further revision. Thus we should enlarge our epistemic state to consist of a
belief set together with an E-relation and then perform revision on this larger
state. In fact, since, as we have seen, the belief set may be determined from
the E-relation, we may take our epistemic states to be just E-relations.® In
view of this, for the rest of this paper, we will use the terms “E-relation” and
“epistemic state” interchangeably. Secondly, he suggests that the epistemic
input should consist not of a single sentence, but rather another E-relation.
(See [Nay 94] for motivation.) He claims it is then possible, in his framework,
to capture the revision of E-relations by arbitrary sets of sentences E by first
converting the set E into a suitable E-relation <g and then revising by <g. We
shall discuss this point further in the next section. In this section we shall use
the characterisation of E-relations given in Proposition 3 to describe Nayak’s
proposal of how one E-relation should be revised by another to obtain a new
E-relation. The ideas behind this formulation were also discussed, informally,
in [Nay 94] although, for the formal development, Nayak chooses a different
formulation.

Let <k be the prior E-relation and let <g be the input, or evidential,
E-relation. By Proposition 3, we know that there exist u 7]_} € T such that
k=3 and =< g==y. Hence we may reduce the question of entrenchment
revision to a question of how to revise one sequence of world-sets by another.
More pre(nsely, we can define a sequence revision function * : T x T — 7T,
where U * V is the result of revising u by V and then simply lift this to an

6In this context of iterated revision, the consideration of more comprehensive epistemic

states of which a belief set is but one component has also been suggested in [DP 97] and
[FH 99].



entrenchment revision function by setting
2K * RE=2G.0p (2)

(The context will always make it clear whether we are considering * as an
operation on sequences or an operation on E-relations.) All this, of course,
must be independent of precisely which U and V are chosen to represent <
and =g respectively. The definition for the sequence revision function * we
choose, motivated purely in order to arrive at Nayak’s entrenchment revision
function, is the following:

Definition 3 We define the function x : T x T — T by setting , for all
U= (Z/{O,...,uk) and V = (Vo,...,vm),

(Uo N Vo, Ur NV, ..., U NV,
U NV, UL NV, U NV zf(j is full
UO ﬂvmaul ﬂvmw--auk mV’m)

y otherwise.

Clearly it is the case that UxVis always | full, unless Vis empty, in which case
so is U * V Hence we certainly have Z/I xV € Y. Note that the above definition
gives us UxV = (W) % V whenever U is empty.

Given 6,9 € L, how do we determine whether 6 = 5 ¢ holds? If either
UorVis empty then we simply have ey Ry ety (either because UxV =V
or both ¢ x V and V are empty). But what if both U and V are full? Well if
= ¢ then we certainly have 6 <; 5 ¢, otherwise we must first determine the

most plausible worlds, according to U * 17, in which =0 V —¢ holds, and then
conclude 6 = 5 ¢ holds iff at least one of these worlds satisfies —0. Looking

at the sequence U * ]7, it is clear that the most plausible worlds which satisfy
-0 V —¢ are precisely those worlds in ; N'V; N S-gy-4, where j is least such
that V; N S_gy-¢ # 0 and i is then minimal such that U N V; N S_gy-e # 0.
Thus we have

0 2.5 @ iff either =9
or  U;NV; NS # 0 where
(i). j is least such that V; N S_gy—¢ # 0 and,
(ii). i is then least such that U NV; N S_gy-g # 0

We would now like to assure ourselves that *, when lifted to an operation on
E-relations, is well-defined. To do this we make use of the following lemma.

Lemma 2 LetU = (Uo, ..., Uy) and V= Moy - -y Vin) be sequences in X such
that 0= Given 0 € L let i be least such that U; NSy # O and let j be least
such that V; N Sg #0. Then U; NSy = V; N Sp.



Proof: Note that it is implicit in the statement of this lemma that U and V
are full. Suppose for contradiction that i; NSy # V; N Sy, say w € U; NSy but
w & V; N Sy for some w € W. Then it is easy to see that —w =;; -6 and so,

since ===y, we should also have —w =5 —f. Since V is full, we know that
w € Vj for some 0 < j* < m such that j # j. But if 7/ < j then V;y NSy # 0 —
contradicting the minimality of j, while if j < j’ then =6 < —w. Either way

we have our required contradiction. [ |

Proposition 5 Let U, Vs € T for s = 1,2. Then jﬁlzj% and jﬁlzj%
implies =i 5, ==07,.7, -

Proof: First note that jglzj% implies that either Zjl and Z/_ig are both full or
they are both empty. If theX are bth empty then S, = S =2, = St
as required. Similarly for V; and V5. Hence let us assume that all four se-
quences are full. For each s = 1,2 let us suppose Us = (Ug,...,U; ) and

—

V=05,...,V5.). Then we have, for each s = 1,2,

2.y, @ i either ¢
or U NV; NSy # 0 where
(i). js is least such that V5 N S.gy-¢ # 0 and,
(i). is is then least such that U NV5 N S_gy-g # .

0

Then, by Lemma 2 using =y, =2y, We have V;l NS-gv-¢ = Vj22 NS-gv-e. Let
us momentarily call this set V. Then, since V = S\/ v» we have that, for s = 1,2,

is is least such that U N S\/v # 0. Again, by Lemma 2 using <7 == , we

have L{ill N S\/ v = L{fz N SV - Thus, wrapping all this together and noting that
S_g = Sﬂg\/—\,ﬁﬂs—\g we have Uill m/;l NS_y = (u}l m/;l ﬂsﬁgv—\(ﬁ) NS_g = (Ll}l N
SV V) NS_g = (Ui mS\/V) NS_g = (Z/{i ﬂvji ﬂSﬁe\/ﬁqg) NS_g = UZQQ ﬁvji NS_g.
The result follows. u

Thus, by Proposition 5, the operation <k * <pg is indeed independent of which
Zj, V we choose such that =K==y and ===y

From now on we will follow Nayak and use <y.p as an abbreviation for
=<k * =g. In [NNP 96] Nayak et al propose the following postulates for the
revision of E-relations:”

7Actually, the list of postulates given in [NNP 96] differs from the list here in that the
prefix “For <g non-absurd” is missing from (E4*), while (E2*) is missing completely. It
seems that this difference is due to nothing more than a small oversight by the authors of
[NNP 96] and that this list corresponds to what they actually intended. Indeed this has been
confirmed by Nayak in personal communication. Since the damage caused by this oversight
is essentially confined only to the special limiting case when the input E-relation is absurd, it
does not have any serious consequences for the results presented in [NNP 96]. In particular
only slight modifications to their proof are necessary to show that Nayak’s operation of
revision is characterised by the list of postulates given here. Hence to avoid complicating our
discussion any further, we will simply carry on as though this is the list given in [NNP 96].



(E1*)  =k.p is an E-relation.

(E2*) If < is absurd then so is <g.p.

(E3*) 1If 0 <g ¢ then 0 <k.p ¢.

(E4*) For =g non-absurd, if both § <g ¢ and ¢ <g 0 and if, for all A, x

such that 0 A ¢ = x and 6 <g x, we have A <g x iff A <g x, then
0 =k« ¢ iff 0 2k ¢.

Any operation of revision of E-relations which satisfies the above four conditions
is called a well-behaved entrenchment revision operation in [NNP 96]. (E1*) is
a minimal requirement for <y, g, while (E2*) takes care of the limiting case
when the input E-relation is absurd. (E3*) expresses the intuition that, upon
revision, evidence should take priority. That is, whenever the evidence says
that ¢ is strictly more entrenched than 6, then so too must the revised E-
relation. In terms of sequences of world-sets, (E3*) says, roughly, that the
sequence U =V associated with the revised E-relation should be a “refinement”
or “thinning” of the evidential sequence 1_}, i.e., we sub-partition each V; into
some W/ = (W{,..., Wﬁn]) and then (abusing notation slightly) let 7/  V =
(W0, ..., W™). For a justification of (E4*) we refer the reader to [NNP 96].
This postulate looks complicated, but its effect is merely to tell us exactly
how the sub-partition mentioned above should take place. We say exactly,
since it is shown in [NNP 96] that there is precisely one revision operation
on E-relations which satisfies (E1*)—(E4*), namely the one given in [Nay 94].
Thus the above four postulates serve to characterise Nayak’s method. We show
that our revision operation, defined by Definition 3 via (2) above, also satisfies
(E1*)—(E4*), thus confirming its equivalence with the operation constructed in
[Nay 94].

Theorem 1 If we set SK+E=23G,7 where U (ﬁ) is chosen so that =K=3

(Xp==y) then the operator  satisfies (E1*), (E2*), (E3*) and (E4*).

Proof: Let U = Uy, ..., Uy) and V = (Vy,...,Vm) be such that <g== and
=g==y. That <g.p satisfies (E1*) is clear. To show (E2*) suppose =< is
absurd. Then V is empty and hence so is U V. Thus SKxE=Z,p 18 also
absurd as required. To show (E3*) we must show that 6 <y ¢ implies 6 <, &,
equivalently ¢ =, 0 implies ¢ =y 6. So suppose ¢ =, 0. If either U or
V are empty then we have <7 ;==; and so ¢ < 0 as required. So assume
both & and V are full. If = 0 then again ¢ <5 6 as required, so suppose also
B~ 0. Let j be least such that V; N S_4v—p # 0 and let ¢ be least such that
Ui NV;NS_gy—o # 0. Then we have ¢ <5 5 0 implies U;NV; NSy # 0. Hence
VN S-¢ # 0 and so ¢ =y; 0, thus proving (E3*).

To show (E4*), first note that, by Lemma 1, we may replace the occurrence of
“0 <p x” in this postulate by “0 A ¢ <g x”. Hence showing <k.p satisfies
(E4*) is equivalent to showing that <; ;5 satisfies:



(A*)  For =y non-absurd, if both § <5 ¢ and ¢ < 6 and if, for all A, x
such that 0 A ¢ = x and 0 A ¢ <5 x, we have A =<7 x iff A <35 x,
then 0 <7, 5 ¢ iff 0 <7 .

If Vis empty then = is absurd and so (A*) holds vacuously, so assume %
is full. Then if I/ is empty we have U is absurd and U = V = l_/', so showing
the conclusion “0 =, ¢ iff 0 =<7 ¢” of (A¥) reduces to showing “0 =y ¢”.
But this condition already appears in the hypotheses of (A*) and so (A*) also
holds in this case. So now let us suppose that both U and V are full. Let 6
and ¢ satisfy the hypotheses of (A*). If |= ¢ then we automatically have both
0 =7, ¢ and 6 =5 ¢ as required. So let us assume that [~ ¢. Let j be minimal
such that \Z ﬂSﬁng # 0. Note that, since § <y ¢, we have V; N S-g # 0. Let
i be minimal such that U; N S-gy—¢ 75 0. We claim that U; N Vj N S-ov—g # 0
and thus that i is also minimal such that this holds. To prove this suppose for
contradiction that U; N V; N S_gy—¢ = 0. Then, as can easily be checked, this
would give us
0N =y (OAS)V -\ U.

We also have

ONG)V =\ Ui <7 ON)V-\V;

and

@A)V -\ Vi =5 ON0) V= \ U

Hence, putting A = (§ A ¢) V =\ V; and x = (0 A ¢) V =\ U;, we have shown
the existence of sentences A,x such that 0 A ¢ = x, 0 A <5 X, X Zp X
but x <; A. This contradicts the hypotheses of (A*) and so we must have
Ui NV N Spy-y # O as required. Now to show that 6 Sgep @0 =25 9
it remains to show that U; NV, N S—y = 0 iff U; N Sy = 0. The “if” clause
here is immediate. To show the “only if” clause, suppose for contradiction that
UiNV;NS-g =0 but U NS-g# 0. Then U; NV; NS—y = 0 by itself gives us

Ong =50V -\ Ui,
while, together with U; N S_y # 0, it gives us
0V -\t <z 0v-\/V;
Meanwhile, using the fact that V; N .S—g # 0 (since § <j; ¢), we get
evﬁ\/vj =5 9vﬁ\/ui.
Hence, this time putting A = § vV =\/V; and x = 6 V = \/U;, we have again
found sentences A and x such that 6 A ¢ = x,0 A ¢ <5 x, A = x but x < .

This contradicts the hypotheses of (A*) and so we must have U; N Sy = ) as
required. This completes the proof. [ |



One advantage of this particular formulation is that it is relatively easy to show
properties of the well-behaved entrenchment revision operation *. For exam-
ple, the following proposition regarding sequence revision is straightforward to
prove.

Proposition 6 Let ﬁ,ﬁ,w € T and suppose V is not empty. Then (ﬁ* )7) *
Proof: First of all suppose U is empty. Then UV =Y and so (Z/_i * ]7) * W =
VW =U = (V * W) as required. So suppose U is not empty. Then, using
the assumption that VY is not empty, nelther is ¢ * V. In this case, assuming
U= U,... . Us),YV =Vo,. e m) and W = Wy, ..., W), it is easy but te-
dious to check that both (2 * V) « W and U % (V * W) come out to be the
sequence of length (k+ 1) x (m + 1) x (I + 1) whose elements are all the sets
of the form U, NV, N W, where 0 < a <k, 0<b<mand 0 <c¢ <, and in
which U,, NV, N W,, will appear before U,, N Vy, N W,, iff either ¢; < co, or
c1 =co and by < by, or ¢ = c9,b1 = by and a1 < as. [ |

Note that, in general, we do need the condition on V here, since if Vis empty
then so is (U * V) and so (U x V)« W = W, while U  (V * W) = U = W. This
proposition, in turn, immediately gives us the following interesting associativity
property of the induced entrenchment revision operation.

Proposition 7 Let =; be an E-relation for i = 1,2,3. Then, if <5 is not
absurd, we have (X1 * =g)*% 3==1 *(=g * =3).

We now turn to the question of how to generate an E-relation from a set of
sentences.

4 Generating E-relations from sets of sentences

As we said in the last section, Nayak proposes that his way of revising one E-
relation by another allows a way of modelling the revision of an E-relation by a
set of sentences E by first converting, according to some suitable method, the
set F into an E-relation <g and then revising by <g. The question of which
“suitable method” we should use for generating <pg is clearly an interesting
question in itself. A strong feeling is that the relation <g should adequately
convey the informational content of E, but what does this mean? An obvious
first requirement of <g would seem to be Bel(=Zg) = Cn(FE), but there are
different ways in which this can be achieved. The definition which Nayak seems
to advocate is the following, based on an idea of Rott [Rot 92a], and expressed
via its strict part.

0 <gp¢ iff EW L, F~0and for all E' C E such that E' U {—¢} is
consistent, there exists £’ C E such that £/ C E” and
E" U {—0} is consistent.



The clause “E [~ 1”7 in the above merely ensures that if F is inconsistent then
=g is absurd, while the clause “f~ 6” ensures that tautologies are maximally
entrenched. The main body of the definition says that ¢ should be strictly
more entrenched than 6 iff every subset of E which is consistent with —¢ can
be strictly enlarged to a subset of E which is consistent with =6, or, to put
it another way, each C-maximal subset of E which fails to imply ¢ may be
strictly enlarged to a subset of E which fails to imply 6. The problem with
defining <p in this way is that it will fail, in general, to be an E-relation. In
particular it will not necessarily satisfy (E1).8 How can we modify/extend <g
above so as to obtain an E-relation? The possibility we choose is to compare
the sets which fail to imply 6 and ¢ by cardinality rather than inclusion:®

Definition 4 Given a set E C L, define a relation <gC L x L by, for all
0, 0L,

0<g¢ iff EWL 0O and for all E' C E such that E' U {—¢} is
consistent, there exists E" C E such that |E’| < |E"| and
E"U{—0} is consistent.

Note that this definition does indeed extend the “old” definition given above.
That <g defined by Definition 4 is a genuine E-relation will follow once we
have found a sequence U € Y such that E=33 We do this as follows. Let us
assume for simplicity that F is finite with |E| = k. Then, for each ¢ = 0,... k,
we set

Uur =

7

{weW | |sentg(w)|=k—i} ifEW_L
0 otherwise.

So, in the principal case when E is consistent, U contains those worlds which
satisfy precisely k — i elements of E. Let UF = (UF, ... ,L{,f).

Proposition 8 If F = L then Uur is empty, while if E [~ L then Ur is full
(and so, either way, Uk ¢ Y). In both cases we have =p=Zye- Hence Zg is
an E-relation.

Proof: The first part of the proposition is obvious, so let us concentrate on
showing SE=Z3e. We will first show that 6 =gE ¢ implies 0 <g ¢. So sup-

pose 0 <75 ¢. Then <5 cannot be absurd and so UE must be full which, in
turn, means E [~ 1. Clearly also [~ 6, so it remains to show that for each sub-
set of E' which is consistent with —¢, there exists a subset of E which contains
strictly more elements and which is consistent with —6. Let ¢ be minimal such
that U N S_gy-¢ # 0. Then 6 <35 ¢ implies UF N S-4 = 0 and so we must
have UE N S_y # 0, while Lle NS_g =0 for all j <i. Let wy € UF N S_g. Then

81t should be noted, however, that < so defined does still enjoy several interesting
properties. In fact it belongs to Rott’s family of generalized E-relations [Rot 92b].

9Possibilities in this spirit are also discussed in [BCDLP 93] (see Section 2 on “flat belief
bases”) and in [Leh 95] (see Section 8 on “competing but equal defaults”). See also the
closely related Section 5 of [Fre 99].



we have that sentg(wo) U {—60} is consistent, while |sentg(wg)| = k — 7. Now
let E/ C E be such that E’' U {—¢} is consistent and let w}, € W be such that
wy E N E' A ~¢. Then clearly |sentg(w()| > |E’'| (w) may satisfy more sen-
tences in E than just those in E’). We need to show that there is some E” C E
such that E” U {—6} is consistent and |E’| < |E"|. Try E" = sentg(wo). If we
had |E'| > k—i then we would have |sentg(w()| > |E’| > k—1i. Thus we would
get U N S_g # 0 for some j < i (take j = k — |sentp(wg)|) — contradiction.
Hence |E'| < k — i = |sentg(wo)]| as required.

For the converse, suppose 8 <g ¢. Then E £~ L — which gives us that Ur
is full — and j£ 6. Let i be least such that U¥ N S_gv-¢ # 0. We must show
UF N S_4 = 0. But suppose for contradiction that UF N S_4 # 0 and that
wo € UFNS_ for some wy € W. Then sent(wo) U{—¢} is consistent. Hence,
since 0 <g ¢, there is some E” C FE such that E” U {0} is consistent and
|E"| > |sentg(wg)] = k — i (since wy € UF). Choose wjy € W such that
wy = AE” A —f. Then |sentgp(wy)| > |E”| and wy € S-gv—¢. Thus there
exists j < i such that U N S_gy—¢ # 0 (take j = k — [sentp(wp)|). This
contradicts the minimality of ¢ and so we must have UF N S_, = () as required
to show 0 <75 ¢. [ ]

Note that, with the notation given above, we have U’ = (W). Hence we can
think of < as being the maximally ignorant epistemic state in which each
world is judged to be equally plausible.

How does <p portray the informational content of E? The sequence Ux
shows us clearly. First of all it is easy to see that <p satisfies the basic require-
ment of Bel(Xg) = Cn(E) (in particular the only sentences believed in < are
the tautologies) since the most plausible worlds in Uur , i.e., the worlds in UL,
are precisely those worlds which satisfy every sentence in E. The big question
is how does U% classify the worlds which do not satisfy every sentence in E.
The answer is that it considers one such world more plausible than another iff it
satisfies strictly more of the sentences in E. This makes the relation <g depen-
dent on the syntactic form, not just the semantic form, of F, i.e., we can have
Cn(E,) = Cn(E,) without necessarily having <p, ==<g,. For example it
is not generally the case that <(p s3==(onr¢}- One situation where this method
might be deemed suitable is if we want to regard the elements of F as items
of information coming from different, independent sources. A consequence of
this is that if we identify < *E with < % <g, then we do not necessarily have
Cn(E1) = Cn(Es) implies < xF; == xF5. However, as can easily be checked,
we do have Cn(FEy) = Cn(Ez) implies Bel(=< xF;) = Bel(= %E3). Hence this
sensitivity to the syntactic form of E will reveal itself only in iterated revision.

From now on, for the special case when E is a singleton, we shall write
<p rather than ={0} and % rather than /{?}. We have the following partial
generalisation of Proposition 4.

Proposition 9 Let UeT be Jull and let 0,¢ € L. Then ¢ € Bel(=;; * =p)
iff 0 by 6.



Proof: From Proposition 8 we have that =g * 20==y7 * 2o which, in turn,
is equal to =7 7o Suppose first of all that ¢ is inconsistent. Then Ul is empty
and hence so is U *24?. Thus =ggo 18 equal to the absurd E-relation and so we
have that ¢ € Bel(=; * =) = Bel(<d ge) for all ¢. Meanwhile 6 inconsistent
also implies 0 |~;; ¢ for all ¢. Hence the result is true in this case. So suppose
now 0 is consistent. Then U? = (S, S—g) and so, assuming U = (Uo, . .., Uy)
we have that U * U? = (Uo N Sy ..., U NSy, Uy N S_g,..., U N S—g). By
Proposition 4 we have that ¢ € Bel(=,,70) iff T 7,76 ¢ which means that
¢ € Bel(=y,0) iff Us NSy C Sy for the least i such that U; N Sy # O. This is
easily seen to be equivalent to 6 |~; ¢, thus completing the proof. ]

Note we require U to be full in this proposition. The result does not hold for
empty U since, in this case, we have 0 ry; ¢ for all 0, ¢ while ¢ € Bel(=; * <p)
iff 6 |= ¢.

We are now ready to give the sequence U such that 6 ryg ¢ iff 0 (T
Let (Ao, ...,A,) be the Z-partition of A. Then, to obtain our special U we
start at the sequence (W) and then successively revise, using our sequence
revision function %, by U2 for i = 0,1,...,n, i.e., recalling that (W) = u°,
we have 0 2 ¢ iff 0 70,755 o agjan @ Note that, by Proposition 6 and
the assumption that A~ is consistent, the term U A0 % -« YD here is
independent of the bracketing. The following extra piece of notation will help
us to prove this.

Definition 5 We define a binary relation <., on the set of (n + 1)-tuples
{(igy--yin) | ir €{0,1,...,|A|} forr=0,...,n} by

(T0y -+ yin) <iex {Jo,---Jn) f there exists r such that i, < j, and,
forall s >r, iy = js.

We can use this notation to help us describe the relation fvj, a5, gan as
follows: It may be checked that UP D0 5w U = U - UAY

works out to be the bequence of length T 0( A;| + 1) whose elements are all
the sets of the form Z/ISOO N Z/lsl1 N...N Z/{Sn" where 0 < s; < |A | for each

1=0,1,...,n, and in which Z/{SOO n. ﬁb{sn“ appears before Z/{t °n. ﬂZ/{tAn”
iff (so,...,8n) <ex (to, - tn)- Thus we may write

0 |/\‘Z,7@*Z/7A(T**L7A? ¢ iff  either 0 ': 1
or  for (io, ..., i) minimal under <., such

thatL{ n. ﬂU”ﬂSa#mwehave

U A, mu " NSy C S,

0

We may also use the relation <, to slightly re-phrase our definition of Pvﬁm
Recall that

0 2 ¢ iff forall C A~ such that T'U {6} is consistent and T is
<Kjeg-maximal amongst such subsets, we have I' U {0} = ¢.



The relation <., can now be written in terms of <., by, for each A, B C A7,
A Kjer BT (Ao, .-, |An]) <iew (| Bol, - - -, | Bnl)s

where, for each r =0,1,...,n, A; = ANA;” and B; = BNA;". The following
property of <, is easily seen to be true.

Lemma 3 Let i, j, € {0,1,...,|A.|} forr=0,1,...,n. Then

<i07 cee 77;n><]le:c<j07 s 7]n> ’Lﬁ<|AO‘_]Oa R |An|_]n><]le:b<|A‘_107 L) ‘An|_’1’n>
With this notation in place we may now give our main result.

Theorem 2 Let A be set of defaults with associated Z-partition (Ao, ..., Ay).
Then, for all 8,¢ € L, we have 0 }NlAew ¢ iff 0 Pvm*L?A;*_“*HA: o.

Proof: Throughout the proof, given any I' C A7, we let I'; = 'NA;”. Let us
show that 6 %, ¢ implies 6 Pvu@*u 3 wsgian @ Suppose ¢ e o IO L
then we are done SO suppose 0} 1 and Tet {10y -+ ,in) be mlnlmal under <jeq
suchthatu N, ﬂU " NSy # 0. Let wo € U, B0’ ﬂZ/{ " NSy. We must
show wq € S¢, Put I' = senta—(wg). Then T U {0} is consistent. We claim
that I' is maximal under <., with this property. To see this, note that, for
each r =0, 1, cooyn, T = senta—(wo), and so [Ty | = [senta— (wo)| = |Ar| — iy,
since wg € L{ " . Now suppose there existed I such that IV U {0} was consis-
tent and T <jeq I", ie., (|Ao| =0y, |An]—in) <iex (TGl -- -, |T4]). Then, by
Lemma 3, this would give us {|Ag|—|Tg], .-, |An|—|TL]) <iex (i0, - - - in). Since
IV U {6} is consistent we know there exists w(, € W such that w(, = AT’ A 0.
Hence, for each r = 0,1,...,n, we have |sentA~(wo)| > |F’| and so there

exists (Jo, -+, Jn) ez (%0, ---,in) such that Z/l n. ﬂU " NSy # 0 (take
Jr = |Ar] — |senta—(wp)| for each r). This contradlcts the minimality of
(0. .. ,in) and so our claim is proved, i.e., I' is indeed maximal. Hence, since
6 2, ¢ we have that TU{0} = ¢ and so, since wg = A\ ' A6, we have wy = ¢,
i.e., wg € Sy as required.

For the converse direction of the theorem, suppose 6 |~y a5, gaz ¢ If
0 = L then for no ' C A~ do we have I' U {#} is consistent and so 6 52, ¢
holds vacuously. So suppose 6 £ L. Let T’ be a <e;-maximal subset of A™
such that I U {6} is consistent and let wy € W be such that wg = AT A 0.
We must show wo |= ¢. We have that senta— (wp) U {6} is consistent and, for
each 7, |senta—(wo)| > |T'x|. But if, for some r, we had |senta—(wo)| > |T'v],

then we would have (|T'ol, ..., [T's[) <iex (|sentaz (wo)l, - . ., [senta— (wo)|), thus
contradicting the <<lw—max1mahty of T. Hence We have that, for each r,
|senta—(wo)| = |I'x| and so wp GU PNIETE HenceL{lA INIAR ﬁU‘A =1
Sy # 0. If we can show that (|Ag|— |F0\ |A [—|Ty |> is minimal under <,

such that this holds then we can use M|A =T | ﬁum =T ‘ﬁSg C Sy (from
0 PVHQ*HA;*M*HA; ¢) to conclude that wy € S¢ as required. But suppose



A

U, 5m...mujﬁ:mse # 0 for some (o, .. ., jn) <iex (|Do|—|Tol, ..., |An|—|Txl)

and let wj € Z/{jAfT N... ﬂZ/{jA: N Sp. Then senta—(w() U {0} is consistent

0 n
and [senta—(wp)| = |Ar| — j. for each r = 0,1,...,n. Thus, by Lemma 3,
we have (|[Tol, ..., |Tul) <iex (|sentaz- (wp)l,. .., [senta—(wp)]) and so I' ey
senta—(w(). This contradicts the <e,-maximality of I' and so we must
indeed have (|Ag| — |Tol,...,|A,| — |T'n|) is minimal under <, such that
Ay Ay .
U —jrol V- DU i) NS¢ # 0 as required. [ |

Using Propositions 8 and 9 we may re-express Theorem 2 as:

Corollary 1 Let A be a set of defaults with associated Z-partition (Ao, ..., Ay).
Then, for all §,¢ € L, we have 0 52, ¢ iff ¢ € Bel(=Zy * Sap *k Sas
k jg)

If we go further and actually identify a revision of the form < * <g with < xF
then we have the following characterisation of the lexicographic closure.

Corollary 2 Let A be a set of defaults with associated Z-partition (Ao, ..., Ay).
Then, for all 0,¢ € L, we have 0 2 ¢ iff ¢ € Bel(Zp xAg” -+ x A 0).

Hence, using this particular method of revision and this particular way of in-
terpreting revision by a set of sentences, we have shown that 6 kvﬁx ¢ iff ¢ is
believed after first successively revising the maximally ignorant epistemic state
by the set of sentences A;” for i = 0,1,...,n, and then revising by 6.1°

5 The inclusion-based approach to default entailment

As we said in Section 1 the lexicographic closure of A is but one member of a
family of consequence relations Pvé, where < is an ordering on 22, and, for
all 0, ¢ € L, we have

0% ¢ iff for all T C A~ such that I'U {0} is consistent and I is
<-maximal amongst such subsets, we have I'U {0} |= ¢,

In this section we briefly describe another member of this family which was
given by Brewka in [Bre 89]. Once again we base the ordering on the Z-partition
(Ag, ..., Ay, The idea is to use the following inclusion-based ordering on

10We remark that this formulation of a sequence of revision steps in terms of a consequence
relation is reminiscent of the vertical perspective of belief revision [Rot 96], according to which
the operation of revision is reduced to simple addition of new information, without checking
whether it is consistent with the prior beliefs. The actual beliefs of the agent at any one time
are then retrieved from the hitherto collected information using some non-classical inference
operator (in this case }"éz)

1Tt should be pointed out that Brewka’s approach, along with that of [BCDLP 93], is
more general than the one in this paper, in that he considers the problem of generating a
consequence relation from an arbitrary set of sentences partitioned according to some general
notion of priority, rather than just concentrating on the Z-partition of a set of defaults



247 where once again, for A, B C A~ we let A4; = AN A7 fori=0,...,n
etc.,
A <, B iff  there exists ¢ such that A; C B; and,
for all j >4, A; = B;.

Denoting the resulting consequence relation by |4, it is easy to see that
A < B implies A <., B and so, for all 6,¢ € L, we have 6 4 ¢ implies
0 2, ¢. Hence 4 represents a more cautious form of default entailment than
kvﬁw. However, unlike PwlAew, iAb will not, in general, be a rational consequence
relation — it satisfies all the properties from Proposition 1 except, possibly,
Rational Monotonicity (which makes it a (consistency-preserving) preferential
consequence relation [KLM 90]). In [Neb 92] Nebel ties in |4 with his operator
of prioritized base revision. A prioritized base is an arbitrary (not necessar-
ily deductively closed) set of sentences P equipped with a total pre-ordering
which reflects the relative epistemic relevance of its elements. When P is finite
this pre-ordering may be represented as a partition (Py,..., Py) of P, where
P,, is the set of the most epistemically relevant elements of P and P, is the
set of the least epistemically relevant elements. The prioritized base revision
operator & takes as arguments a prioritized base and a sentence representing
the epistemic input and returns a belief set. According to the correspondence
shown by Nebel, we have

0 i ¢iff o € (Ay ..., A7) DO

This formula bears comparison to the one we obtained in Corollary 2, sug-
gesting a close connection between the revision method studied in this paper
and prioritized base revision. We leave working out the precise details of this
connection to another occasion. However we remark here that & and * do still
differ in two important regards: (1) & takes only single sentences as epistemic
inputs whereas * accepts more general inputs, in particular sets of sentences,
and (2) & returns as output only a new belief set whereas * returns not just
a new belief set but also the structure (in the form of a new E-relation) re-
quired to carry out further revisions. Thus, as it stands, & is, in contrast to *,
incapable of iterated revision.

6 Further work

The developments in the previous sections have raised a couple of questions
regarding both belief revision and default entailment. Firstly, while there have
been several papers published concerned with iterated revision by single sen-
tences, and also some concerned with revision by sets of sentences,'? there
seems to be little in the way of any systematic study of iterated revision by sets

2Either directly (e.g. [Zha 96]) or indirectly, via the study of contraction by a set of sen-

tences (e.g. [FH 94]). See [Gér 88] for a description of contractions and their close relationship
with revision.



of sentences.!®> Darwiche and Pearl [DP 97] provide a postulational approach
to the question of iterated revision of epistemic states by single sentences. In
this approach they take the concept of epistemic state to be primitive, assum-
ing only that from each such state ¥ we may extract a belief set (in the usual
AGM sense of the term) B(¥) representing the set of sentences accepted in
that state. For example Darwiche and Pearl’s second postulate may be stated
as
If ¢ = =6 then B((V % 0) x ¢) = B(¥ * ¢).

(For the other postulates and their justifications see [DP 97].) It is not dif-
ficult to see that, if we identify epistemic states with E-relations and take
B(=) = Bel(=), then the method proposed by Nayak, on its restriction to sin-
gle sentences'? satisfies all of Darwiche and Pearl’s postulates. However, it also
satisfies some interesting properties in the general case. For example, given an
E-relation < and E; C Ey C L such that Fs is consistent, it can be shown
that (X xEq) x By = (X %E2 — E7) % E7. In particular, if {0, ¢} is consistent,
we have (=< #{0,¢}) * ¢ = (X x0) x ¢. (Note this is a stronger statement than
just Bel((= {6, ¢}) * ¢) = Bel((= x0) x ¢).) The question of whether this,
or any other, property of iterated revision by sets is desirable seems to be a
question worth investigating. Another question is: Can we, by modifying the
various parameters involved in this revision process, model any of the other
existing methods of default entailment, apart from the lexicographic closure,
or even construct new ones? For example, given our set of defaults A and its
Z-partition (Ao, ...,Ay), let ©;, = Uz'gj Aj for each i =1,...,n. Then, by the
above comments, we may rewrite Corollary 2 as

0 2. ¢ iff ¢ € Bel(=g %0y -+ x O x6).

We conjecture that if we now replace each ©;” in the above by A ©;”, then
we obtain the rational closure [LM 92] (which is semantically equivalent to
System Z [Pea 90]) of A, instead of the lexicographic closure. This and other
variations are the subject of ongoing study. Finally, note that, since we assumed
at the outset that our language L is based on only finitely many propositional
variables, and also that A is a finite set of defaults, we have not needed in
this paper to confront the question of revision by infinite sets of sentences. It
remains to be seen to what extent the ideas in this paper can be extended to
cover this more general situation.'®

Conclusion

In this paper we have taken a particular model of default reasoning — the
lexicographic closure — and re-cast it in terms of iterated belief revision by sets

13 An exception, in a slightly more complex framework, is [Wey 99].

14\We obviously interpret single sentences here as singleton sets.

I5For one treatment of this topic, and its relation with nonmonotonic inference from infinite
sets of premises, see [ZCZL 97].



of sentences, using the particular, independently motivated, revision model of
Nayak. In the process of doing this, a couple of interesting avenues for further
exploration have suggested themselves. In particular, the questions of which
properties of iterated multiple revision should be deemed desirable, and of how
we may apply the principles underlying the AGM theory of belief revision in
the context of default reasoning.
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