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Abstract

In Belief Revision the new information is generally accepted,
following the principle of primacy of update. In some case
this behavior can be criticized and one could require that
some new pieces of information can be rejected by the agent
because, for instance, of insufficient plausibility. This has
given rise to several approaches of non-prioritized Belief Re-
vision. In particular (Hansson et al. 2001) defined credibility-
limited revision operators, where a revision is accepted only
if the new information is a formula that belongs to a set of
credible formulas. They provide several representation theo-
rems in the AGM style. In this work we study credibility-
limited revision operators when the information is repre-
sented in propositional logic, like in the Katsuno and Mendel-
zon framework. We propose a set of postulates and a repre-
sentation theorem for credibility-limited revision operators.
Then we explore how to generalize these definitions to the
Iterated Belief Revision case, using epistemic states in the
Darwiche and Pearl style.

Introduction

In Belief Revision the new information is generally ac-
cepted, following the principle of primacy of update (suc-
cess postulate). In some cases this behavior can be criticized
and one could require that some new pieces of information
can be rejected by the agent because for instance of insuffi-
cient plausibility. This has given rise to several approaches
of non-prioritized Belief Revision. For an overview see
(Hansson 1998; 1999; Fermé and Hansson 2011), or for
particular non-prioritized revision operators see (Makinson
1998; Boutilier, Friedman, and Halpern 1998; Fermé and
Hansson 1997; Hansson 1997; Schlechta 1998; Ma and Liu
2011).

Among these approaches one can note the family of op-
erators defined in (Hansson et al. 2001), called credibility-
limited revision operators, where a successful revision is ob-
tained only if the new information is a formula that belongs
to a set of credible formulas. (See also the closely-related
screened revision operators of (Makinson 1998).) In this
paper the authors provide several representation theorems
in the AGM style (Alchourrén, Gérdenfors, and Makinson
1985; Girdenfors 1988).
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When the pieces of information of the system are encoded
using propositional logic, the AGM framework can be sim-
plified, as shown by (Katsuno and Mendelzon 1991). In this
particular case both the beliefs of the agent and the new ev-
idence are represented by a propositional formula. Katsuno
and Mendelzon also proposed a representation theorem in
terms of plausibility pre-orders on interpretations (faithful
assignment), that is a particular case of Grove’s systems of
spheres (Grove 1988).

Besides the interest of this work for potential practi-
cal applications for systems using propositional logic, it is
also interesting to note that most works about the prob-
lem of iterated belief revision are carried out as exten-
sions of the Katsuno-Mendelzon (KM) framework. In
particular Darwiche and Pearl’s proposal (Darwiche and
Pearl 1997) and its extensions (Booth and Meyer 2006;
Jin and Thielscher 2007; Konieczny and Pino Pérez 2008;
Konieczny, Medina Grespan, and Pino Pérez 2010) work on
the same set of postulates, although the representation of the
beliefs of the agent is shifted from a propositional formula
to an epistemic state.

In this work we study credibility-limited revision opera-
tors when the pieces of information are represented in propo-
sitional logic. We propose a set of postulates and a repre-
sentation theorem for credibility-limited revision operators.
Then we explore how to generalize these definitions to Iter-
ated Belief Revision operators, using epistemic states, in the
Darwiche and Pearl (DP) style (Darwiche and Pearl 1997).

An interesting point about the representation theorems
proved by Hansson et al (2001) is that their proposed postu-
lates lead to the consideration of a set of credible formulas,
which are the only formulas that are accepted for a success-
ful revision. Revision by a formula outside this set does not
change the beliefs of the agent. What is quite remarkable is
that there is no mention of any such set of credible formulas
in the considered postulates.

We obtain similar results here. In both the KM framework
and the DP framework, we propose sets of postulates that
do not mention any set of credible formulas'. However, the
representation theorems show that these postulates imply the

'One can note that we use a notation of “credible” in the itera-
tion postulates (CLDP1),(CLDP2), (CLP) and (CLCD) but this is
only a notation (see Definition 6), not an explicit set of formulas.



existence of such a set.

The existence of a set of credible formulas is very intu-
itive. It means that some inputs are accepted, and others are
not, depending of the epistemic state of the agent. Consider
the following example:

Example 1

1. Agathe tells me: “Today I have lunch with my father”. |
believe her.

2. Bruno tells me: “Today I have lunch with the Queen Eliz-
abeth I1”. I don’t believe him.

In the first item, we are disposed to accept the new infor-
mation, but in the second case, our reaction is to reject it.
The reason is that in the second case, the new belief exceeds
our Credibility Limit of tolerance to new information. The
fact that Queen Elizabeth II has lunch with Bruno is “too
distant” from our corpus of beliefs.

In the next section we will give some notations and recall
the main definitions for KM and DP frameworks. Then the
following section will study credibility-limited revision op-
erators for propositional logic bases, i.e., in the KM frame-
work. The section following this will address the problem of
iteration, for epistemic states, in the DP framework. We will
finish with a section devoted to a discussion of the obtained
results and to some perspectives for future works.

Notations

We denote by L the set of formulas of a propositional lan-
guage built over a finite set of propositional variables P. The
elements of £ are denoted by lower case Greek letters «, 3,
... (possibly with subscripts). The set of valuation functions
from the set of propositional variables into the boolean set
{0, 1} (false, true) is denoted V. As usual, we write w = «
when a valuation w € V satisfies a formula «, i.e. when w
is a model of a.. The set of models of a formula « is de-
noted by [[«]. If M is a set of models we denote by s a
formula such that [aps]] = M. When the size of M is small
we often omit the braces, by writing, e.g., o, - instead of
Qfw..'}- The set of consistent formulas will be denoted L£*.
If < is a total pre-order (a total and transitive relation), then
~ is a notation for the associated equivalence relation (a ~ b
iff a < band b < a), and < is the notation for the associated
strict order (a < biffa < band b £ a).

Let us recall now the usual KM revision postulates (Kat-
suno and Mendelzon 1991):

R1) poat a

R2) fopAa¥F Lthenpoa=pAa

R3) Ifa¥ Lthenpoa ¥ L

(R4) If o1 = 2 and a1 = g then 1 0 ) = 9 0 g

R5) (poa) NP po(an)

R6) If (poa) ANy ¥ Lthenpo(aA)F (poa)Ay
The postulate on which this paper is focused on is the suc-

cess postulate (R1) which imposes acceptance of the new

evidence in the beliefs of the agent. This is the logical for-

malization of the primacy of update principle. It is this pos-

tulate that we will weaken, and we will study the induced
consequences.

The postulates for DP iterated revision operators are the
same as above, but the belief state of the agent is no longer
a propositional formula, but an epistemic state. So an epis-
temic state in the Darwiche and Pearl meaning is:

Definition 1 An (DP) epistemic state V is an object to
which we associate a consistent propositional formula B(V)
that denotes the current beliefs of the agent in the epistemic
state V. Let us denote by £ the set of epistemic states.

Darwiche and Pearl modified the list of KM postulates to
work in the more general framework of epistemic states:
(R*1) B(Voa)F a

R*2) f B(U)AakF Lthen B(Voa)=¢pAa

(R*3) Ifa ¥ L then B(¥oa) ¥ L

(R*4) If Uy = Uy and a1 = g then B(V10a1) = B(V20a2)
R*5) B(Woa)AyYF B(Vo(aA))

(R*6) If B(Woa) Aty ¥ L then B(Wo(aA)) - B(Woa) A

For the most part, the DP list is obtained from the KM list
by replacing each ¢ by B(¥) and each ¢ o a by B(¥ o «).
The only exception to this is (R*4), which is stronger than
its simple translation.

In addition to this set of basic postulates, Darwiche and
Pearl proposed a set of postulates devoted to iteration:
(DP1) If o+ pthen B((¥ o pu)oa) = B(Voa)

(DP2) Ifa k- —pthen B((Popu)oa)=B(Voa)
DP3) If B((Yoa)F pthen B((Pou)oa)
(DP4) If B((V o a) ¥ —p then B((V o ) o o) ¥ —ps

In (Booth and Meyer 2006; Jin and Thielscher 2007) ad-

missible revision operators are defined as operators satisfy-

ing DP1, DP2 and a new postulate P (DP3 and DP4 are then
obtained as consequences):

P) IfB(Poa)t/—uthen B(Pou)oa)k u

Credibility-limited revision operators in the
KM framework

We consider in this part the KM revision framework, i.e.
both the current beliefs and the new piece of information are
represented by a propositional formula. The current beliefs
will always be consistent, that is we consider operators of
the following type:

o:L'xL— L
We consider the following postulates:

Definition 2 An operator o satisfying P1-P6 will be called
a CL (Credibility-Limited) revision operator.

P1) poalta or poa=yp
(Relative success)
P2) foAhal/ Lthenpoa=pAa
(Vacuity)
(P3) poal/ L (Strong coherence)
P4) fop=tyanda=pFthenpoa=1opf
(Syntax independence)



P5) Ifpoataandat Sthenpo S S
(Success monotonicity)
poaqor
Pe6) gpo(a\/ﬂ) = { pofBor
(poa)V(pep)
Let us explain these postulates. First note that the main
change is the weakening of the primacy of update postulate
(R1). Its counterpart (P1) says that the result of the revision
either implies the new information or does not change the
beliefs of the agent. Intuitively the first case is when the re-
vision succeeds, whereas the second one happens when the
new information is rejected because of insufficient credibil-
ity. (P2) and (P4) are exactly (R2) and (R4). (P3) is a sim-
plification of (R3), since in the case where the new evidence
« is not consistent, then (P1) will be used to “refuse” it.
Postulate (P6) is the well known trichotomy postulate, that
is equivalent to (R5) and (R6) in the AGM/KM framework
(Gérdenfors 1988). Finally (P5) is an important property.
Let us say that when a revision succeeds, i.e. p o a F «,
then the formula « is a credible formula?. So (P5) says that
consequences of a credible formula are credible formulas.
One more important postulate is the following, which is a
reformulation of the property known as strong regularity in
(Hansson et al. 2001):

P7) If (poa) A/ Lthenpo S+

This rule says that a formula /3 is not rejected following a
revision, then it must be a credible formula. It turns out that
P7 may be derived from P1-P6, and thus is a property of any
CL revision operator.

(Trichotomy)

Proposition 1 The postulate P7 is a consequence of P1-P6.

Proof: Suppose (poa)AB F L. If poaw = ¢ then
pANBH Landsoyof F 8 by P2 as required. So let’s
assume @ o a # . Then by P1 ¢ o o F . By P4 and P6
© o a is equivalent to one of p o (a A ), ¢ o (a A =f3) or
(po(anB)V(@o(and).

First case: suppose ¢ o &« = @ o (aw A B). Then, since
poaZ p,po(aNP) £ p,sopo(anf)afby
P1.We conclude ¢ o 5 - 3 by P5.

Second case: cannot occur. For if poa = o (aA—/) then,
similarly to the first case, we get o o (¢ A =) F a A =3
and so p o o - a A =3 . But this contradicts the hypothesis
(poa)ABY L.

Third case: suppose poa = (po(aAB))V (po(an-p5)).
Since ¢ o @ #Z ¢ we know either p o (a A B) Z# ¢
or po(aAN—8) #Z . If po(aApP) # ¢ then
po(aAp)F aApbyPl, and we conclude ¢ o 8 - 8 by
P5. So assume po (aAB) = g and po (a A=) Z ¢. Then
poa=pV(po(aA-p)). Weknow po (aA—=83) =
using P1 so we must have ¢ ¥ =5 (otherwise ¢ o a = =,
contradicting the hypothesis). From this we conclude using
P2. 1

It is interesting to note that this postulate was considered
by Hansson et al. (Hansson et al. 2001) in the definition

This expression is just for giving an intuition here, we will
give a formal (and more restricted) definition of being a credible
formula later.

of their credibility limited revision operators, whereas it is
a consequence of the other postulates in this propositional
framework.

Let us give now a representation theorem for CL revision
operators in terms of faithful assignments.

Definition 3 A CL faithful assignment (CLF-assignment for
short) is a function mapping each consistent formula  into
a pair (C,,<,) where [[¢]] € C, C V, <, is a total
pre-order on C, and the following conditions hold for all
w,w' € Cy:

1 IfwkEpandw' |= ¢, then w ~, W'

2. IfwlE=pand W' = o, thenw <, W'

3. Ifo =, then (Cgaa Scp) = (Csa’v Sga’)

Notice that the previous conditions entail that the models
of the belief base [[¢]| are the minimal elements of C,,.

So a CLF-assignment assigns to each formula a set of
credible worlds C,. A credible formula is a formula that is
compatible with this set of credible worlds, i.e. « is credible
if [a]| N Cy, # 0.

Note also that the pre-order associated to each belief base
¢ by a CLF assignment is defined only on the credible
worlds.

Theorem 1 o is a CL revision operator iff there exists a
CLF-assignment ¢ — (Cy, <, ) such that

ool ={ f0P= L

Proof of Theorem 1: (If part) Assume that we have a CL
faithful assignment ¢ — (C,,, <) and we define the oper-
ator o in such a way that ¢ o « is a formula whose model set
[ o ] is defined via the above equation. We verify that o
so defined is a CL revision operator, that is, it satisfies pos-
tulates P1-P6.

P1 This follows in a straightforward manner from the defi-
nition of o.

P2 Assume ¢ A a t/ L. From this hypothesis and the def-
inition of CLF-assignment it follows that [[a]] N C, # 0.
Hence [[¢ 0 of] = min([a], <,). But min([o], <,) =
[e] N (], ie, poa=pAa.

P3 If [o]|NC, = 0, poa = ¢, therefore o is consistent.
Otherwise [ o o] = min([[e]], <) # 0, therefore p o «
is consistent.

[ NCy #0

P4 This postulate follows in a straightforward manner from
the definition of o and the definition of CLF-assignment.

P5 Suppose poa - aand a - B. If [B] N Cy, # 0, by
definition [y o 3] = min([[]], <,,) and therefore @ o 3
B. If [B]NC, = 0, then, by definition, ¢ o = . Since
[a]] € [B], we have also [[o]] N C, = () and therefore
@ oo = . Thus, by the hypothesis ¢ o o = o we get
pFa Butak 8,s0pF g, thatispo S F 5.

P6 This postulate follows straightforwardly from the defi-
nition of o.

(Only if part) Suppose we have a CL revision operator o.
Let us define an assignment ¢ — (C.,, <,,) by setting, for
each consistent formula :



e O, ={w|poa, =}
o Vw,w' €y, w<,wiffwk= poay.

The following lemma makes explicit the link between be-
ing a credible formula and successful revisions.

Lemma 1
i [a]NCy=0 = poa=yp
() [o NC, #0 & poat «

Proof:

(i) Suppose [a]] N C, = 0, then Yw € [[af, ¢ 0 ay, # au,.
So by P1 we have Yw € [[a], ¢ 0 a = . Now, as a =
V.. .Vay,, , where {w, ..., w, } = [, by induction
on n, applying P6, we obtain p o (ay, V...V, ) = @.
Hence ¢ o o = ¢ by P4.

(i) To show the “=" direction suppose [a]] N C,, # () and
let w € [a] N C,. By definition of Cy, ¢ 0 ay F .
Since «, - a we conclude ¢ o o - o by P5.

To show the “<” direction assume [a]] N C, = 0. We
know, by (i) above, that ¢ o @ = . Towards a contra-
diction, suppose ¢ o a F «a. Since p o a« = ¢, we have
© F «. But, by hypothesis, ¢ ¥ L, so there exists w such
that w = ¢ (and w = «). Thus we have ¢ A oy, = a,
and, by P2, poa, = p A, = a,, whichmeansw € C,
by definition of C,,. Therefore, [a] N C, # 0, a contra-
diction. 1

Let us now check that the defined assignment is a CLF-
assignment:

o [¢]] C Cy: from P2 we know thatif w = ¢, then pocy, =
PN = ay,sow € Cy.

e <is a total preoder on Cl,:

— Totality: From P6 we know that for any w,w’ € C,,
wo(a,Vay ) = poay, or poay, or (poay, )V (poay).
From (P4) we have that ¢ o (a, V qr) = ¢ 0 Qi o,
so from the definition of C, we obtain that [ o v, o]
is one of the following: {w} or {w'} or {w} U {w'}, so
respectively w <, w’ orw’ <, w, or w ~, W'

— Transitivity: Let w,w’,w” € C, and assume w <, «’,
and w’ <, w". Suppose w £, w”. Then by definition

of <., and part (ii) of Lemma 1 ¢ 0 a, ]| = {w"}.
Now consider ¢ ooy, o7 w7 = @0 (Q V) . By P6
we have [[p o o] = {w”} or {w'} or {w”,w'}.
Suppose [[¢ 0 o wr W] = {w”}. Now consider ¢ o

(Qw wrVar,). From P4 we have that [ o a0 o] =
[ o (o wr V)] = {w”}. So, by P6, we obtain @o
Qi o V Q) = 0 ayyr o (since the two other cases
imply to have w in the models). So, [ o a,/ ] =
{w’}. But this fact contradicts w’ <, w”.
Suppose [ © Qs w w]] = {w’'}. Now consider ¢ o
(@, Vi, ). From P4 we have that [ o a0 o] =
¢ o (qww V aw )] = {w'}. So, by P6, we have ¢ o
(Qw,wr V Q7)) = @ 0 oy, . (since the two other cases

imply to have w” as amodel). So [y o ay ]| = {w'},
in contradiction with the assumption w <, w'.
Finally suppose [ o o w]] = {w’,w'}. Now

consider ¢ o (@ V ). From P4 we have ¢ o

O’ '’ = P 0 (g V ) = {w”,w’}. From this
and P6 we obtain ¢ o (v, o V Q7)) = 90 Qi V 0
ayr. Therefore [[p o ay, o ]] = {w'}, in contradiction

with the assumption w <., w’.

e Let us show now the conditions of CLF-assignment for

w,w € Cy:

1. Ifw = ¢, then (¢ Aoy ) I L (actually w = ¢ A
Qw.w)). Hence, by P2, ¢ 0 v = @ A Qs SO,
w = ¢ o ay, .. Thus, by definition, w <o w'.

2. fw = pand w' & ¢. then [[p A o o] = {w}. By

P2 poauw = @A auw, o [poauw] = {w}
Therefore w = ¢ 0 ay, o and W’ & ¢ 0 ay, ., that is
w <, w'.

3. If ¢ = ¢’ then by P4 we have ¢ o a = ¢’ o « for any

a. So by construction C, = Cyr, and w <, w' iff
w <y W

o Let us show now that [ o af] = min([a]], <) if o] N

Co # 0; otherwise [[¢ o o] = [¢].

First if o] N C, = 0 then, by part (i) of Lemma 1,
poa=q.

Now if [[a]] N C, # O let us show that [[poal =
min (o], <,).

Assume w = ¢ o a and suppose w ¢ min([[a], <,).
Notice that, by part (ii) of Lemma 1, ¢ o & = a. Also
note that w |= ¢ o a implies (¢ o @) A o, ¥ L, and so
@ oay F o by P7. This ensures w € C,. Now take
W' € min([[af], <,), then w’ <, w. Sow = Y o Ay .
Let oy be a formula such that o] = [o] \ {w,w’}. Tt
is clear that o = o, . V . Therefore, by P4, p o v =
wo( o, w Var). Thus, by P6, poar = poay, o or poay or
(o, w )V (poay). The first case is not possible since
w & ¢ o a,w. The second one is not possible when
@ oy b aj because w £ . Thus, the only possibility
for this case is ¢ o a1 = . But then w |= ¢ and therefore
it is minimal by the condition 1 of the CLF-assignment,
in contradiction with the assumption. Like the previous
case, the third case is only possible when ¢ o a3 = .
Since w = poay, . necessarily w = ¢; so, w is minimal,
a contradiction.

Assume w € min([[a]], <,). From this hypothesis and
Lemma 1 it follows that ¢ o o = «. Suppose, towards
a contradiction, that w ¢ [po«af. By P3 there exists
w’" € [ o ). Notice that w’ € [«]]. Consider a formula
B such that [[8]] = [[of \ {w,w'}, s0 @ = aywr V 8. So
by P4 and P6, ¢ o « is one of the following ¢ o o, .-
or po for (poayy)V(pof). In the first case we
have w ¢ [[p o oy o] and W' € [ 0 ay, o), that is, by
definition, w’ <, w, contradicting the minimality of w.
The second case is only possible when ¢ o 3 I/ 3 because
w' € [po ] and w’ & [[B]. Thus, ¢ o 8 = ¢; therefore
poa = . Thus, ¢ F « and, therefore, the minimal
elements of [[«] are exactly [[¢]. Thus, w € [[poa], a
contradiction. In the third case we consider two subcases:
W € [[poayu]orw € [po]. In the first subcase we
obtain a contradiction with an analogous reasoning to the
first case. In the second subcase we obtain a contradiction
with an analogous reasoning to the second case. 1

p—t



As noticed earlier, in the full AGM-KM framework, the
postulate of trichotomy is equivalent modulo the other pos-
tulates to the postulates R5 and R6:

Proposition 2 [f o satisfies Rl and R4, then R5 and R6 are
equivalent to the trichotomy postulate P6.

But for CL revision operators the postulate R6 is not true.
The following example shows this situation.

Example 2 Suppose we have two propositional variables
{p,q}. Let o, B, ¢ be formulas and take a CLF-
assignment where C, and <, are such that [o] =
{(0,0)}, [8] = {(0,1),(0,0)}, [[¢] = {(1,0),(0,1)},
CAP = {(L 0)7 (07 1)a (17 1)} and Sga deﬁned by (17 O) ztp
(0,1) <, (1,1). Then, if o is defined by this assignment, we
have p o v = @; so, (poa) NS L, but po(aNpP) =
e oNB=(poa)Ap. Thus, oo (aAB)F (poa)Ap.

However there is a weak version of R6 which holds in this
setting, namely the following, known as guarded subexpan-
sion in (Hansson et al. 2001):

R6’ If (poa) AB I Landpoat athenypo (aAf)F
(poa)A B
Moreover we have the following result:

Proposition 3 Suppose that o satisfies P1-P5, then the pos-
tulate P6 (trichotomy) is equivalent to postulates RS and
R6’.

Proof: The fact that postulates R5 and R6’ follow
from P1-P5 and P6 (trichotomy) is a consequence of the
representation theorem. Actually it is easy to verify that
operators defined by a CLF-assignment satisfy RS and
R6’. For the converse, assume P1-P5 plus R5 and R6’.
We want to show P6 holds. That is, we want to show that
@ o (aV B) is logically equivalent to one of ¢ o a, ¢ 0 3 or
(poa)V(pop).

First case: suppose g o (aV ) F (a Vv ). We consider two
subcases. The firstis ¢ o a I/ o and ¢ o B I/ 3; the second
ispoakaorpof .

First subcase: assume @ o a I/ « and ¢ o 5 I/ 3. Then,
by P3, po(aVB) Aal/ Lorpo(aV p)AB Il L
If po(aV B)ANa I/ L then, by R5, R6’ and P4,
(po(aVvpP)hNa=ypo((aVPB)Aa) = ypoa. Thus,
ot a, contradiction. If ¢ o (awV 3) A B/ L. Then, by
R5,R6’ and P4, (po(aVB))AB = po((aVB)AL) = @of.
Thus, ¢ o 8 F (3, contradiction.

Second subcase: ¢ o F aor p o f F [B. Assume
woa F a(when ¢ o 8 - [ the reasoning is analogous).
Since @ o (o V 8) I (a V 3), we have one of the following:
Hpo(aVvp) Fan-4 G)po(aV P F anp
or (iii) po (aVB) Aalt/ Landpo (aV B)AB F L.
Suppose (i) holds. Then ¢ o (a V 8) F «. Moreover,
po(aV p)ANa t/ L. Then, by R5 R6 and P4,
po(aVB)Aa=ypo((aVB)Aa) = poa But
po((aV B Aa)=po(aVB). So,po(aV )= poa.
Suppose that (i) holds. Then ¢ o (o VvV 3) F /. More-
over, p o (¢ V 8) A B8t/ L. Then, by R5, R6’ and P4,
(po(aVB)AB=po((aVB) AB) = pof. Bu
po((aVB)AB) =po(aVp)sopolaVs)=pop.
Suppose that (iii) holds. Then, ¢ o (a V §) A a I/ L

(po(avp)Aa °o((aVp)Aa) = ¢oaand
(polaVA)AB=po((aVvA)AB) = pof. Since
o(av B (avh), (po(aVB)A(aVh) = po(avf).
Thus o (Vv 3) = ((po(aVB)) Aa)V ((po(aVB))AB),
thatis, g o (aV B) = (po )V (pof).

Second case: suppose ¢ o (o V ) I/ (a Vv ). Since
ab aVpfand 5 F aV s, by P5, we have p o a I/ « and
po I B. Then, by Pl, po (aV ) =y, poa = pand
@ o B = . From this P6 follows trivially. 1

and o o (& V B) A B I/ L. Then, by R5, R6’ and P4,
=@

(¢]
[e]

4
¥
o

If we add the success postulate R1 to the list of postulates
P1-P6 then we obtain KM revision operators.

Proposition 4 If an operator o satisfies P1-P6 and R1, then
it satisfies RI1-R6.

So CL revision operators are a generalization of the usual
KM revision operators.

More exactly KM revision operators are a special case of
CL revision operators where all the formulas (except contra-
dictory ones) are credible.

Credibility-limited DP revision operators

In this section we present the Credibility-limited revision op-
erators in the Darwiche and Pearl framework (Darwiche and
Pearl 1997). Here we work with epistemic states in the Dar-
wiche and Pearl sense. So the revision operators from this
point will be of the following type:

0:EXL —E
We consider the following postulates:

Definition 4 A CLDP revision operator is an operator sat-
isfying CL1-CL6.

(CL1) B(Yoa)FaorB(¥oa)=B(¥)
(Relative success)
(CL2) If B(¥) Aat/ L then B(¥oa)=B(V)Aa«
(Vacuity)
(CL3) B(Voa)l/ L (Strong coherence)
(CL4) If « = B then B(Voa)=B(T¥op)
(Syntax independence)
(CL5) Ifat fand B(Poa) F « then B(Vof)
(Success monotonicity)
B(¥ o «) or
(CL6) B(To(aVp))= { B(¥of)or
B(¥oa))V B(¥ o f)
(Trichotomy)

In order to establish the representation theorems we have
to define the appropriate assignments.

Definition 5 A CL faithful assignment (CLF-assignment for
short) for epistemic states is a function mapping each epis-
temic state U to a pair (Cy, <g) where [B(¥)]] C Cy CV
and <y is a total pre-order on Cy such that:
1. IfwE B(9)and w' = B(V), then w ~g '
2. Ifw = B(Y) and w' [~ B(), then w <g w’

Now we can state the basic representation theorem in this
setting.



Theorem 2 Let o be an operator. o is a CLDP revision op-
erator iff there exists a CLF-assignment, ¥ +— (Cy, <y),
such that

[B(¥oa)] = { I[[ngzg[)aﬂ]h <y)

Proof: The proof is basically the same as that for Theorem
1. The if part is checking the postulates. For the only-if part,
for each epistemic state U we define (C'y, <y ) as follows:

e Oy ={w|B(Yoa,)=a,}
o Vw,w' € Oy, w <y ' iffw = B(¥oay,.)
Then the proof goes through as in Theorem 1. 1

if o] N Cw # 0

otherwise

Considering the DP postulates for iteration DP1 and DP2,
as well as the postulate P proposed by Booth and Meyer
(2006) and Jin and Thielscher (2007), is possible in this
framework, up to an additional condition.

But before establishing these postulates in this framework
we adopt the following definition:

Definition 6 The set of credible formulas of V, denoted
C(V), relative to an operator® o, is defined by C(¥) =
{a| B(¥oa)k a}.

Now we state the postulates concerning the iteration:

Definition 7 A CLIR (Credibility-limited Iterated Revision)
revision operator is a CLDP revision operator satisfying
CLDPI, CLDP2, CLP and CLCD.

(CLDP1) Ifak pand o € C(¥), then
B((Wo )0 a) = B(¥ o a)
(CLDP2) Ifat —panda,p € C(V), then
B((Wopu)sa) = B(¥oa)
(CLP) IfB(VYoa)t/—-pand a,p € C(V), then

B(Vop)oa)F u
Ifat —p,a¢gC(P)and u € C(P), then
ag C(Yopu)

(CLCD)

The first three postulates are an extension of postulates
DP1, DP2 and P in the DP framework. Basically they need
additional conditions in order to ensure that the correspond-
ing revision is a success, i.e. that we revise by credible for-
mulas. The last property is a property of coherence of cred-
ible formulas dynamics. It ensures that if a formula is not
credible, if we succesfully revise by a formula that is not
consistent with this formula, then this formula still remains
not credible.

Before stating the representation theorem, let us give
some useful lemmas.

Lemma 2 Let o be a CLDP revision operator. If « € C(¥)
and B ¢ C(V) then B(W o (aV B)) = B(V o ).

Proof: Assume @ € C(¥) and 8 ¢ C(¥). By CL6
(trichotomy), B(¥ o (« V B)) is equivalent to one of
B(¥ o), B(Wof)or B(¥oa)V B(Vof). In the first

3As the set of credible formulas is related to an operator, the
correct notation should be C,(¥), we omit the operator since it
will be clear from the context.

case we are done. It remains to explore the second and
third cases. As a € C(¥) means B(V o )  «, and as
a b aV g, by CL5 we obtain B(Vo (aV f)) F aVs.
By hypothesis 8 ¢ C(¥), so, by CL1, B(¥ o 8) = B(7).
Now suppose B(¥ o (o V 3)) = B(¥ o ). From this
and the previous facts we obtain B(¥) + a VvV 8. If
B(¥) A Bt/ L, we have, by CL2, B(¥ 0 3) = B(T) A B.
Therefore, B(V o 8) + 3, that is 8 € C(¥) contra-

dicting our assumptions. Hence B(¥) A 8 L and so
B(¥) - a. By CL2, B(Vo«) = B(¥) Aa = B(P)
Therefore B(¥ o (a V 8)) = B(¥ o «). Suppose

now that B(¥ o (o V f)) = B(¥U
that is by CL1 and the hypothesis
alent to B(¥ o (a V 3)) =
before, B(V) A g + 1,
as before, B(V o o) = A

B(Po(aVB)=Boa)V B(¥) = B(

Let us show that the iteration postulates imply some
monotonicity on the credible formulas.

Lemma 3 If o satisfies CLDPI, then o satisfies:

(CM1) Ifa e C(V)and ot B, then o € C(V 0 )
(Credibility Monotony 1)

Proof: Suppose a € C(¥) and « - 5. Then by CLDP1 we
obtain B((¥ofB)oa) = B(¥oa). By definition, « € C(¥)
means that B(V o o) - . So we have B((V o ) o) - «,
which means by definition that & € C'(¥ o 3). i

Lemma 4 [f o satisfies CLDP2, then o satisfies:

CM2) If a € C(¥), B € C(¥) and o = —f, then
aeC(Pop) (Credibility Monotony 2)

Proof: Suppose a € C(V¥), 8 € C(V¥) and o - —f,
then by CLDP2 we have B((V o ) o a) = B(V o «).
By definition, o« € C(¥) gives B(V o ) F «, and
so B((¥ o B) o ) F «, which by definition yields
a e C(Vop). N

Now let us define the assignments corresponding to CLIR
operators.

Definition 8 Let o be a CLDP revision operator and let
U — (Cy,<y) be a CLF-assignment as in the previous
theorem. This assignment will be called an iterable CL
faithful assignment (ICLF-assignment for short) if it satis-
fies the following properties:

(CRO) Ifwe Cyanda]] NCy # 0, thenw € Cyon
(CR1) [fw,w € [a]nCythenw <y ' < w <gon W’
(CR2) Ifw,w € [~a]]NCy and [a]] N Cy # 0 then

w<yw & wgoq W
(CR3) Ifw € [a NCy, W' & Cy, ' € [a] and
w,w € Cyon then w <yoq W'

(CR4) Ifw € [af,w & Cy and [a] N Cy # 0, then
w ¢ O‘I’oa
(CRP) Ifw € [aNCy and o' € [-a]]NCy then w <y

W = w <goaq W



Here the conditions CR1, CR2 and CRP are close to the
ones used in the usual DP framework, except that additional
conditions are required to check that we work with credible
formulas. The two additional conditions CR3 and CR4 im-
pose some conditions on the credible worlds. CR3 says that
if an a-world become credible because of a revision by «,
then it will be stricly less plausible (for the <y, pre-order)
than any a-world that was already credible before this re-
vision step. CR4 says that revising by a formula « can not
cause a non-credible ~a-world to become credible.

The following lemma shows the link between the cred-
ible formulas C'(¥) and the credible set C'y associated to
the epistemic state U by the ICLF assignment. This is an
important result for the coming representation theorem.

Lemma 5 « € C(V) ifand only if [o]] N Cy # 0.

Proof: The if direction is straightforward from Theorem
2. For the only if direction suppose [a]] N Cy = 0.

Then [B(Voaw)] = [B(¥)] and so a € C(¥) iff
[B(T)] € [a]. Since [B(¥)] € Cy by definition
of CLF-assignment we know from [[a]] ﬁ Cq/ () that

[e] N [B(W)] = 0. Hence [B ]| (recall B()
is always consistent by deﬁmtlon of epi stemlc state), i.e.,
a ¢ C(P) as required. 1

Let us now consider the following lemma, which states
that the credibility set associated to an epistemic state is
unique.

Lemma 6 For a given CLDP operator o, there is a unique
credibility set C'y associated to any epistemic state ¥ by
a CLF-assignment ¥ — (Cy,<y) corresponding to the
CLDP operator.

Proof: Towards a contradiction suppose there are two
CLF-assignments ¥ — (C'y, <y ) and ¥ — (C},, <},) that
correspond to o, and suppose Cy # Cy. So this means
Jw st w € Cp and w ¢ Cf. If the two assignments
correspond to o this means they both satisfy the equation of
Theorem 2. In particular for ¥ o v, since w € Cy N [Ja, ],
then [P o ,]] = min([ay],<w¢) = {w}. Conversely,
since w & CY,, we have CJ, N [[aw,]] = 0, so by the equation
we have that [B(VU o a,)]] = [[B(¥)]]. Putting everything
together we have [B(¥ o o,)]] = [B(¥)] = w. But by
definition of CLF-assignments we have [B(¥)]] C C, so
ifw € [B(¥)]], then w € Cy, - contradiction. 1

Remark 1 Note that in the proof of Theorem 2 Cy is de-
fined as Cy = {w | Yoa, = a,}. The above lemma
shows that this can be considered as the canonical defini-
tion of Cy.

Now we can state the representation theorem for CLIR
revision operators.

Theorem 3 Let o be a CLDP revision operator and ¥ —
(Cy,<w) be a CLF-assignment as in Theorem 2. Then, o
is a CLIR revision operator iff U — (Cy, <g) is an ICLF-
assignment.

Proof: Suppose that o is a CLIR revision operator. Let us
show that U — (Cy, <y) is an ICLF-assignment.

e (CRO)Ifw € Cy and [[af] N Cy # 0, then w € Cyoq.
From the assumption [[a]] N Cy # () we know o € C(¥
by Lemma 5. Either w € [[a] or w ¢ [[o]]. In the first
case, a, - « and since w € Cy, o, € C(¥). Then,
by Lemma 3, o, € C(V 0 @), thatis w € Cyon. In the
second case, o, - —« and since w € Cy, o, € C(P).
Then, by Lemma 4, o, € C(V 0 @), thatis w € Cyogn.

e (CRDIfw,w € [a] NCy thenw <g w' & w <goq W
Suppose w,w’ € [a] N Cy. Then we know from
CRO that w,w’ € [af] N Cyoq. So we have re-
spectively [B(V oy )] = min({w,w'}, <g) and
[B((¥ o) o ayuw)] =min({w,w'}, <woa)-
From CLDP1 we obtain that [B(¥ o« )]
[B((¥oa)oa,.)], that is min({w,w'},<¢) =
min({w, w'}, <goq), i€ that w <g W’ < w <gon w'.

e (CR2) If w,w' € [[—\oz]] N Cy and [[a]] N Cy # () then
w <y w & w<goa w.

Suppose w,w’ € [~af] N Cy and [o] N Cy # 0.
Then v F - and v, v, 0 € C(¥), so from CLDP2

we obtain [B(¥oay.)] = [B(¥oa)oay.w)-
From CRO we know w,0w’ € Cyoa. So
[B(¥ o ayw)] = min({w,w'},<gy) and
[B((¥Toa)oay.)] = min{w,w}, <woa). That

gives min({w,w'}, <g) = min({w,w’'}, <goq), i€ that
w<y w & w <goq W

e (CRY)Ifw € o ﬂﬁC’q,, W & Cy, W €[afandw,w’ €
Cyoa then w <goq w'.
Assume the premises of CR3 hold. Clearly oy, . F o
and, by Lemma 5, « € C(¥). Then by CLDP1 we have

B((Poa)oayw)=B(¥ ooy ) (%)
Since w € Cy and ' ¢ Cy we have a, € C(¥) and

oy, & C(T). Then, by Lemma 2, B(V o (av, V o)) =
B(¥ o a,) = «,. Thus, by CL4,

B(V oy W) = oy (%)

From (x) and (sx), it follows B((¥ 0 @) 0 o o) = ey
that is w <gon w'.

e (CR4) Assume w € [-afl,w ¢ Cy and [[of] N Cy # 0.
Since w € [-a]] we have «, F -, and since w ¢ Cy
we have a, € C(¥) by Lemma 5. As [[a] N Cy # 0,
then by Lemma 5, € C(¥). From these three facts,
using CLCD we obtain «,, € C(Vo«). By Lemma 5 this
means [[a,,]] N Cyoq = 0, or equivalently w € Cyoq.

e (CRP)Ifw € o] NCy and w’ € [-a]] N Cy then w <y
W = W <goa W
Suppose w € [aof] N Cy,w’ € [-a] N Cy and
w <y w'. As[aww] N Cy # 0, then we have that
[B(¥ o oy o)]] = min([e o], <w). So by hypothesis
w € [B(¥ o )] This means B(¥ o ay, ) ¥ —a.
So by CLP we have B((V o a) o oy, o) F a, i.e., since
by CRO w,w’ € Cyoq, that min({w, w'}, <won) = {w},
SO W <Won W'
Now let us prove the converse implication, i.e. that if we

define an operator through an ICLF-assignement, this oper-
ator satisfies CLDP1, CLDP2, CLP and CLCD:



e (CLDPI1) Suppose o - pand o € C(¥). We know from
CL5 that o € C(). Thus, by Lemma 5, [[u]] N Cy # 0.
By CRO, Cy € Cuyop. Thus, o] N Coop = ([af N
Cy) UM, where M = {w' € [o]] N Cyop : ' & Cy}.
By CR3, if w € [a]] N Cy and w’ € M, then w <go,
w’. Therefore, min([a]] N Cwop, <wopn) = min([af] N
Cy, <won). By CR1, <y and <y, coincide on [[u]] N
C'g, so they coincide on [[a]] N Cy. Therefore, min([Ja] N
Cwop, <wop) = min([[a] N Cy, <g), thatis B((¥opu)o
a) = B(Voa).

e (CLDP2) Suppose o F =y and «, pp € C(W).

First we show w € [[a] N Cy iff w € [a] N Cyop. To see
this, if w € [[a]] N Cy, then from [u]] N Cy # 0 (which
follows from p € C'(¥) by Lemma 5) and CRO we know
w € Cyoy. Meanwhile if w € [af and w ¢ Cy then
w & Cyoy by CR4.

Using Theorem 2, [of] N Cy # 0 gives [B(¥ o a)]] =
min([[a]], <g). Similarly from [a] N Cyo, # O we
have [B((¥ o u) o )] = min([[e]], <wop). So in order
to show B(V¥ o ) = B((¥ o p) o ) we have to show
min([laf, <v) = min([af, <wo,).

If we take any w, w’ € [[a]] N Cy then w,w’ € [-u] N Cy
and as [[u]] N Cy # 0, by CR2 we have w <y o' iff
w <woy w'. So min([[a]], S‘I’) = min([[a]]’ S‘I’OM)'

e (CLP) Suppose that B(Voa) b/ ~pand o, o € C(¥). We

want to show B((Vou)oa) b p. Firstassume o ¢ C(Vo
). Then, B((¥ o p1) o ) = B(V o p). Similarly, by the
assumptions, u € C(¥), thatis B(¥ o) F u. Therefore,
B(¥ o poa)k u. Now we suppose that « € C(U o p).
Thus, by Lemma 5 and the equation of representation,
we have [B((¥ o u) o )] = min([[a] N Cwop, <wop)-
By the assumptions B(¥ o ) = min([[a]] N Cy, <y)
and min(o] N Cy, <y) N [u] # 0. We claim that
min({[a]] N Cy, <) N [p]] = min([o]] 0 Cwop, wop)-
We prove the first inclusion of our claim, i.e, min([Ja]] N
Cy.<0) 0[] € min([a] N Cuops Swo)Take 0 €
min([[a]] N Cy, <g) N [[] and, towards a contradiction,
suppose w ¢ min([[a]] N Cyop, <woy). Then, there exists
W' € [[o]] N Cyop such that w’ <go, w. By CR3, neces-
sarily w’ € Cy. Since w € min([[a]] N Cy, <y ), we have
w <y w'. Butif w € [pu]], then, by CR1, w <go, w’
contradicting the fact w’ <wo, w. And if W’ ¢ [u], by
CRP, w <o, w' contradicting the fact w’ <o, w.
Now we prove the second inclusion of our claim,
min([a]l N oy, ue,) € min([a] N C, <o) O [l
Take w € min([a]] N Cyop, <wop). Towards a con-
tradiction, suppose w ¢ min([a]] N Cy, <) N [u].
If w ¢ min(Ja] N Cy,<y), then, there exists w’ €
min([[a]]NCyg, <g)N[p] such that w’ <g w. [fw € [[u],
then, by CR1, w’ <y, w, a contradiction. If w ¢& [[u],
then, by CRP, ' <wou w, a contradiction. Thus nec-
essarily, w € min([Ja]] N Cy, <g) and w & [[u]]. By the
assumptions, there exists w’ € min([a]NCy, <w)N[x].
So, w ~g w'; from this, by CRP, we obtain w’ <., w, a
contradiction.

e (CLCD) Suppose & + =, o & C(¥) and p € C(P).
By Lemma 5 from o ¢ C(¥) we have that [[of] N Cy =

(). Similarly using Lemma 5 from p € C(¥) we obtain
[1] N Cy # B. Now consider any w = . Thenw & [[u])-
Since o] N Cy = 0 we have w ¢ Cy. From these
two facts and from [[u]] N C'y # 0, using CR4 we obtain
w & Cyoy. So this means that [o]] N Cyo, = 0. Then by
Lemma 5 this means that o & C (¥ o ).

It is straightforward, but interesting, to notice that these
CLDP operators are a generalization of the usual DP opera-
tors.

Proposition 5 [f o satisfies CLI-CL6 and R*1, then o satis-
fies R*1-R*6.

If all the worlds are credible (i.e. Cy = V), then CLDPI,
CLDP2 and CLP are equivalent respectively to DP1, DP2
and P.

Concrete CLIR operators

We will give some examples of CLIR operators in this sec-
tion. It is easy to build such operators from classical admis-
sible operators (Booth and Meyer 2006) of the Darwiche and
Pearl framework (Darwiche and Pearl 1997), but restraining
them only on credible worlds.

As an example we will take an operator that is very easy
to define: Nayak’s lexicographic operator (Nayak 1994;
Konieczny and Pino Pérez 2000). The aim is just to give
an illustration of the definitions. We do not mean that
this operator is the most interesting one from the family of
credibility-limited revision operators.

In this section we will represent epistemic states using the
canonical representation provided by the representation the-
orem, i.e. an epistemic state ¥ will be defined as a pair
(Cy,<g), where Cy C V and <y is a total pre-order on
Cy, where [B(7)]] = min(Cy, <g).

Definition 9 Ler ¥ = (C'y, <g) be an epistemic state, then
define the Static Nayak Credibility-limited (SNCL) revision
operator as the function that associates to any ¥V and o a
new epistenic state U og,c; @ = (Cy, <won), such that:
o If[a] N Cy =0, then <goa=<y
o If[[a]] N Cy # 0, then for all w,w'" € Cy:

- Ifw,w' E a then w <goq W iffw <g &

- fw,w |E —aq, then w <goq W iff w <g '

- lfwEaandw E -a, then w <gon w'

For this oy, operator, the credible worlds do not evolve.
Proposition 6 The operator o4y, is a CLIR operator.

Proof: It is straighforward to see that the assignment
defined in Definition 9 is an ICLF-assignment. Then by
Theorem 3 we have that og,,; is a CLIR operator. 1

The aim here was to give a simple example of CLIR op-
erator, but this one is not so interesting because the set of
credible formulas do not evolve. A somewhat related con-
struction to this can be found in (Booth 2005), in which any
change to the credible set had to be explicitly handled by an



additional special purpose “credible beliefs revision opera-
tor”. We now give a dynamic version of o, which allows
the credibles to change without needing a second operator.

Let us first define the notion of dilation of a formula
with respect to the Hamming distance (see (Bloch and Lang
2000) for a study of more general dilation functions).

Definition 10 The Hamming distance dg between two in-
terpretations w and W' is the number of propositional vari-
ables on which the two interpretations differ, i.e.

dp(w,0') = {a € P |w(a) # w'(a)}]

The Hamming distance between an interpretation w and
a set of interpretations X is:

- m '
dy(w, X) = Elelr)l(dH(w,w )

The Dalal dilation of a set of interpretations X is the set
of interpretions

Dy(X)={weV|dg(w,X) <1}

Then we can now define a dynamic version of the last
operator, where the sufficiently close non-credible worlds
from credible ones (if any) become credible.

Definition 11 Let ¥ = (Cy,<y) be an epistemic state,
then define the Dalal Dilation Nayak Credibility-limited
(DNCL) revision operator as the function that associates
to any VU and o a new epistemic state V¥ ogp o =
(Cyon, <woa), such that:

* Cyoa = Cy U (Du(Cy) N [a])
o Ifw,w € Cy:
- Ifw,w E a, then w <gon w' iffw <g '
- Ifw,w E a, then w <goq W iff w <g
- IfwlEaandw' = —a, then w <gon W'
o Ifwe Cyandw' € Cyon \ Cy then w <gon w'
o Ifw,w € Cyon \ Cy then w ~goq W'

For this og4,.; operator, the credible worlds can evolve.
Proposition 7 The operator o4, is a CLIR operator.

Once again proving this proposition is just a matter of
checking that we have an ICLF-assignment.

Discussion

This paper is an exploration of credibility-limited revision
operators in the propositional framework. We propose a
set of postulates for characterizing these operators in the
Katsuno-Mendelzon framework, where both the beliefs of
the agent and the new evidence are represented by proposi-
tional formulas. We show a corresponding representation
theorem in terms of faithful assignments. The difference
with the usual faithful assignment is that a set of credible
worlds is associated with each belief base (in addition to the
plausibility pre-order).

As we have indicated several times in the text, our results
are inspired by the credibility-limited revision operators of
(Hansson et al. 2001), which are defined in an AGM-style
framework in which belief states are represented as belief

sets, i.e., sets of sentences which are deductively closed un-
der some consequence operator Cn. Hansson et al. consider
several, progressively narrow, families of revision operators.
In fact our family of Credibility-Limited revision operators
can be seen as a translation in a propositional framework
of the most restricted class considered in (Hansson et al.
2001), namely the Sphere-based Credibility Limited Revi-
sion operators. Roughly, these sphere-based operators be-
have as a normal revision operator based on a system of
spheres (Grove 1988), but with one sphere serving as the
“credibility limit”. If a revision input « is such that its set
of possible worlds does not overlap with this sphere then it
is not accepted. It is interesting to note that some differ-
ences appear, for instance, in (Hansson et al. 2001) strong
regularity is asked in the characterizing postulates, whereas
in our framework it is obtained as consequence of the other
postulates.

We also looked at the iterated revision generalization of
credibility-limited revision operators in the Darwiche-Pearl
framework. We proposed modifications of the usual itera-
tion postulates, and then showed a corresponding represen-
tation theorem.

There are numerous exciting research paths opened by
this work. First, one can note that the behavior of credi-
ble worlds is strongly constrained in the obtained results for
CLIR operators. In particular we have shown that this set
can only increase, as a consequence of the iteration postu-
lates. We are working on a new definition of epistemic state,
with an explicit set of credible formulas. We expect this
explicit set of credible formulas to allow us to have more
variety of policies for changing the set of credible formulas.

Another perspective is to allow a less drastic behavior
for credibility-limited revision operators. Operators de-
fined here either accept a revision or completely reject
it, if the new information is insufficiently credible. We
are working on a definition of operators that in this sec-
ond case still do not accept the new information for re-
vision, but do not completely forget it. The idea in this
case is to take into account the new information but with
a smaller change to the epistemic state of the agent, using
improvement operators (Konieczny and Pino Pérez 2008;
Konieczny, Medina Grespan, and Pino Pérez 2010) instead
of revision ones.
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